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Introduction

Budget efficiency policy is an important strategy

Abstract: Public sentiment toward government budget efficiency policies has become
increasingly visible through social media platforms, where citizens actively express
opinions, support, and criticism. This study aims to analyze public sentiment toward
budget efficiency policies using data collected from the social media platform X (formerly
Twitter). A total of 2,000 public comments related to budget efficiency policies were
collected through web scraping using the X API. The data were preprocessed through
normalization, case folding, text cleaning, tokenization, stopword removal, and
stemming. Sentiment classification was conducted using three machine learning
algorithms: Naive Bayes, Support Vector Machine (SVM), and Random Forest. Model
performance was evaluated using accuracy, precision, recall, and F1-score. The results
indicate that SVM achieved the highest accuracy, while Random Forest demonstrated
superior recall in identifying positive sentiment. These findings suggest that Random
Forest is particularly suitable for sentiment analysis tasks where minimizing false
negatives is important, while SVM performs well in overall classification accuracy. This
research contributes to the comparative evaluation of machine learning models for public
sentiment analysis on policy-related issues using social media data.

Keywords: Budget Efficiency Policy; Naive Bayes; Random forest; Sentiment; Support
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spending, and strengthen the economic discipline of the
country (Salman & Ikbal, 2025).
The level of public acceptance and perception is

adopted by the government to ensure that the use of
state resources can be conducted optimally, efficiently,
and sustainably. The latest concrete measure,
Presidential Instruction Number 1 of 2025, issued on
January 22, 2025, stipulates a reduction in state spending
by Rp306.69 trillion. This includes Rp256.1 trillion in cuts
from ministries and government institutions as well as
Rp50.59 trillion from regional transfers, aimed at
reducing non-priority spending and ensuring fiscal
sustainability (Kementrian Sekretariat Negara, 2025). In
practice, budget efficiency is often achieved through
spending cuts in specific sectors and budget reallocation
based on national development priorities. The objective
is to reduce waste, improve the quality of public
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influenced by many factors, including how transparent
the government is in communicating policy objectives
and the extent to which the public directly perceives its
impact. A rapidly developing method to explore public
opinion is through the use of information technology,
particularly data from social media (Pratama, 2025).
Through the increasing use of digital platforms, social
media has become a very active and open space for
public expression (Mas'ud et al., 2025). On this platform,
the public is free to express the views on current policy
issues, including budget efficiency. The large volume of
data, diversity of topics, and real-time nature make
social media a rich source of data for analysis (Maharani,
2024).
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Sentiment analysis is a research method that aims
to evaluate and classify emotions or attitudes contained
in text using digital media, particularly in the comments
area (Hayami et al., 2022). This method focuses on the
process of differentiating text based on sentiment
content by identifying how a statement contains positive
or negative connotations toward a particular subject
(Insan et al., 2023). The method is performed by
exploring and analyzing unstructured text to
understand public opinion about various specific
products, topics, or services (Kusnadi et al., 2024).
However, sophisticated computational methods are
needed to process this large amount of unstructured
data, such as Naive Bayes, Support Vector Machine
(SVM), and Random Forest (Hafika et al., 2025).

This research aims to compare the performance of
three machine learning algorithms, namely Naive Bayes,
SVM, and Random Forest, in analyzing the public
sentiment prediction framework towards budget
efficiency policies. Through a comprehensive evaluation
including accuracy, precision, recall, and F1-score, this
research aims to identify the most effective algorithm in
classifying public sentiment towards budget efficiency
policies. The main focus is to systematically compare
algorithm performance in analyzing public sentiment
patterns, improving the understanding of public views
and experiences. It also aims to contribute
methodologically to the development of analytical
frameworks for predicting public sentiment, particularly
in budget efficiency policies.

Method

This study employed a web scraping approach to
collect public comments related to budget efficiency
policies from the social media platform X (formerly
Twitter). Data collection was conducted using the X API
by retrieving public posts containing relevant keywords
and hashtags associated with budget efficiency policies
(Husada & Paramita, 2021). A total of 2,000 comments
were successfully collected and used as the dataset for
this research. The overall research workflow applied in
this study is illustrated in Figure 1.

[Pengumpu\an Da(aH Pelabelan Data HT&;« PrepmcessingH Pembagian Data J
Evaluas\. Hasil Klasifikasi Machine Ekatrasi Fitur Pembobotan TF-IDF
Analisa Leaming

Figure 1. Research Procedures

The collected data underwent several
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preprocessing stages to improve data quality and ensure
suitability for sentiment analysis. These stages included
case folding to convert all text to lowercase, text cleaning
to remove URLs, punctuation, numbers, and special
characters, tokenization to split text into individual
words, stopword removal to eliminate non-informative
terms, and stemming to reduce words to their root
forms. Sentiment labeling was performed by
categorizing the comments into three classes: positive,
negative, and neutral. The dataset was then divided into
training data (80%) and testing data (20%) using a
random state of 42 to ensure reproducibility of the
results.

Feature extraction was conducted using the Count
Vectorizer method to transform textual data into
numerical representations based on word frequency.
This method represents each document as a vector of
term frequencies, enabling machine learning algorithms
to process textual data effectively while reducing
dimensionality (Vincent et al., 2024). Prior to model
training, the labeled dataset consisted of 1,380 positive
comments, 532 negative comments, and 88 neutral
comments. This distribution indicates a noticeable class
imbalance, with neutral sentiment being significantly
underrepresented in the dataset, as shown in Table 1.

Table 1. Feature Extraction Results

Label Amount of Data
Positive 1380
Negative 532
Neutral 88
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Figure 2. Sentiment Classification Flow

Three supervised machine learning algorithms
were applied for sentiment classification: Naive Bayes,
Support Vector Machine (SVM), and Random Forest.

Naive Bayes was used as a probabilistic baseline model,
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SVM was applied to identify optimal decision
boundaries between sentiment classes, and Random
Forest utilized an ensemble of decision trees to improve
classification robustness. Model performance was
evaluated using a confusion matrix and standard
classification metrics, including accuracy, precision,
recall, and Fl-score. The following is the Sentiment
Analysis Classification Flow, as shown in the Figure 2.
The sentiment analysis classification flow applied
in this study is illustrated in Figure 2. This figure
summarizes the main stages of the research process,
including data collection, text preprocessing, feature
representation, data splitting, sentiment classification
using Naive Bayes, Support Vector Machine (SVM), and
Random Forest, as well as model evaluation using a
confusion matrix and standard performance metrics.

Result and Discussion

System Design

During this stage, a design and several other inputs
and outputs were produced. These included documents
containing  designs, patterns, databases, and
components needed to create the system.

subsystem

Mencari Data )
| ConnecttoX |

Mengambil Data
Berdasarkan Topik

1 Analisis Sentimen
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8
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Figure 3. Use Case Diagram

A use case diagram described the interaction
between the system and the actor. The process also
described the type of interaction between the system
user and the system. In Figure 1, the Use Case Diagram
included a single actor, namely the user, who interacted
with the framework designed to predicting public
sentiment toward budget efficiency policies using Naive
Bayes, SVM, and Random Forest (Bei & Sudin, 2021).

Entering the main application of the public
sentiment  prediction framework design and
implementation system for budget efficiency policies,
the user first logged in by entering the appropriate
username  and  password. @ The  application
crawled/searched for data/comments in X using the
API provided by X. The application of predictive
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framework analysis of public sentiment towards budget
efficiency policies retrieved comment data based on
topic ID requests. The analysis system for predicting
public sentiment towards budget efficiency policies
analyzed comments and classified comment data.
Comment data was stored in the database. The
application of the public sentiment prediction
framework to budget efficiency policies produced a
sentiment report (Amaliah et al., 2022).

Admin Sistem Database

Username & Password Verifikasi Data

Ya
Sistem Analisis Sentimen
Crawling Data
Mengambil Data

Analisis Komentar

s Data X

Dashboard Hasil Analisis
Sentimen

Figure 4. Activity Diagram

Figure 5. Class Diagram

An activity diagram design represented the flow of
activities or workflow in a system that was performed.
The diagram was also used to define or group the visual
flow of the system.
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The design of a class diagram was a picture or
representation of the interactions occurring between the
system and its environment, which provided an
overview of the system. It also showed the relationships
in the design system and the implementation system of
the public sentiment prediction framework for budget
efficiency policies (Jasmarizal et al., 2024).

Input and Output Design

The application was called the Sentiment Analysis
Application (SAP), where a web-based SAP connected
directly to collect data from one account for testing. This
was then used to measure public sentiment predictions
concerning budget efficiency policies (Kaharudin &
Supriyadi, 2023). The following discussion presented
and explained the results of the web-based sentiment
analysis application design.

Dashboard

Login

Username

Password

,_
o

<
E

Masuk

Figure 6. Login Page

A website login page was a dedicated page where
users logged into the system by entering a username and
password to verify identity, as well as access
personalized features or restricted areas. This page
served as a security gateway to protect data and ensure
that only authorized users could access the content, as
well as the functionality behind the page.

Dashboard
Master Data <

Data Latih
Preprocessing <

Home

Positive ] ‘ Negative ]

Data Uji
Akurasi
Klasifikasi
Hasil

Figure 7. Home Page

The home page was the first page visitors
encountered when accessing a website and served as the
front door, introducing the site. It provided an overview
of the content of the site, showed links to other main
pages, and served as the starting point for user
navigation.
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Figure 8. Classification Page

Classification was a method in supervised machine
learning in which a model was trained to predict the
appropriate discrete labels or categories for new input
data, based on patterns learned from the labeled training
data. The primary objective of classification was to
systematically group observations or data points into
distinct classes or categories.
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Figure 9. Testing Data Classification Page

A data testing classification page signified a section
or interface in a system, or application that was used to
evaluate model performance using test data, particularly
in the context of machine learning or data mining. This
page served as a bridge between the finished model and
real-world data, allowing users or developers to assess
the effectiveness of the model in making accurate
predictions.
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Figure 10. Accuracy Graph Page

An accuracy graph page was an interface, web
page, piece of software, or report that showed data
visualizations in graphical form. This signified the
accuracy and correctness of a model, system, or
measurement result. The page served as a visual
dashboard that presented important information about
how correctly or precisely a system would be
performing.
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Figure 11. Training Preprocessing Page

The training preprocessing page referred to a
section or module in an application, software, or project
(particularly in the context of machine learning or data
mining) dedicated to preprocessing training data. The
page was the process of preparing and transforming raw
data used to train a machine learning model. The
objective was to clean, organize, and format the data,
making it more useful as well as suitable for the
algorithms applied (Muhammadin & Sobari, 2021;
Normawati & Prayogi, 2021).
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Figure 12. Stopword Page

A stopword page was a list of common words that
were ignored or removed during text processing
because the words were deemed not to contribute
significantly to the meaning or main information in a
sentence. The term stopword page possibly referred to a
list (or stop list) of these words.

Dashboard
Master Data <
Data Latih
Preprocessing <

Testing

Data Uji
Akurasi
Klasifikasi
Hasil

Figure 13. Testing Page

The testing phase referred to the testing data or
phase during the process. This was a crucial component
of the ML model development cycle, serving to evaluate
the performance of the trained model. The testing phase
in machine learning was a crucial phase for validating
the quality and readiness of an Al model for use in real-
world applications.
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Figure 14. Training Page

The training phase in machine learning was a
crucial initial phase where the ML model was exposed
to a large amount of labeled data. The primary objective
of this phase was enabling the model to learn patterns
and relationships in the input data, allowing the model
to generate accurate predictions or decisions for new,
previously unobserved data.

System Implementation

System implementation was the process of putting
a designed system into operation and actual use to
achieve specific objectives. This phase included
building, testing, installing, training wusers, and
converting to the new system, as well as ensuring the
system met stakeholder needs.

Figure 15. Login Page

A website login page was a dedicated page where
users logged into the system by entering a username and
password to verify identity as well as access
personalized features or restricted areas. This page
served as a security gateway to protect data and ensure
that only authorized users could access the content and
functionality behind the page.

The home page was the first page visitors
encountered when accessing a website and served as the
front door, introducing the site. It provided an overview
of the content of the site, showed links to other main
pages, and served as the starting point for user
navigation.
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Figure 16. Home Page

Figure 17. Classification Page

Classification was a method in supervised machine
learning in which a model was trained to predict the
appropriate discrete labels or categories for new input
data, based on patterns learned from the labeled training
data. The primary objective of classification was to
systematically group observations and data points into
distinct classes or categories.

Figure 18. Testing Data Classification Page

A data testing classification page signified a section
or interface in a system, or application that was
dedicated to evaluating model performance using test
data, particularly in machine learning or data mining.
This page served as a bridge between the finished model
and real-world data, allowing users or developers to
assess the effectiveness of the model in making accurate
predictions.

An accuracy graph page was an interface, web
page, piece of software, or report that showed data
visualizations in graphical form. This signified the
accuracy and correctness of a model, system, or
measurement result. The page served as a visual
dashboard that presented important information about
how correctly or precisely a system was performing.
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Figure 19. Accuracy Graph Page

Figure 20. Training Preprocessing Page

The training preprocessing page referred to a
section or module in an application, software, or project
(particularly in the context of machine learning or data
mining) dedicated to preprocessing training data. The
phase was the process of preparing and transforming
raw data used to train a machine learning model. The
goal was to clean, organize, and format the data to make
it more useful and suitable for the algorithms to be used.

o
Figure 21. Stopword Page

A stopword page was a list of common words that
were ignored or removed during text processing
because the words were deemed not to contribute
significantly to the meaning or main information in a
sentence (Saputra et al., 2021). The term stopword page
possibly referred to a list (or stop list) of such words.

Figure 22. Testing Page
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The testing phase referred to the testing data or
phase during the process. This was a crucial component
of the ML model development cycle, serving to evaluate
the performance of the trained model. The testing phase
in machine learning was a crucial phase for validating
the quality and readiness of an Al model for use in real-
world applications.

[ -R-N-R-N-N-N-N-N-0-]

Figure 23. Training Page

The training phase in machine learning was a
crucial initial phase where the ML model was exposed
to a large amount of labeled data. The primary objective
of this phase was to enable the model to recognize
patterns and relationships in the input data, allowing
accurate predictions or decisions about new, previously
unobserved data.

Naive Bayes Classification Results

The performance of the Naive Bayes classifier was
evaluated using the test dataset (Suryati et al., 2023),
which constituted 20% of the total collected data. As
presented in Table 2, the model achieved an overall
accuracy of 85% on the test data.

Table 2. Naive Bayes Classification Results

Labels Precision = Recall F1-Score Support
Negative 0.74 0.86 0.79 104
Neutral 0.00 0.00 0.00 21
Positive 0.91 0.92 0.91 275
Accuracy 0.85 400
Macro avg 0.55 0.59 0.57 400
Weighted avg 0.81 0.85 0.83 400

For the positive sentiment class, Naive Bayes
demonstrated strong performance, achieving a precision
of 91%, a recall of 92%, and an F1-score of 91%. These
results indicate that the model was effective in
identifying positive sentiment within the test dataset.
For the negative class, the model achieved a precision of
74% and a recall of 86%, suggesting a reasonable ability
to distinguish negative sentiment.

However, the model failed to effectively classify the
neutral sentiment class, as reflected by precision, recall,
and Fl-score values of 0. This limitation can be
attributed to the relatively small number of neutral
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samples in the dataset, which resulted in class imbalance
and reduced the model’s ability to learn representative
patterns for the neutral class. This issue is also reflected
in the lower macro-average scores compared to the
weighted-average scores.

Overall, the Naive Bayes classifier showed
satisfactory performance on the test data, particularly in
classifying positive sentiment, while its performance on
minority classes highlights the impact of class imbalance
on multi-class sentiment classification.

Classification Results SVM

The performance of the Support Vector Machine
(SVM) classifier was evaluated using the test dataset
(Moraes et al., 2013; Zhu et al., 2010), which represented
20% of the total collected comments. As shown in Table
3, the SVM model achieved an overall accuracy of 83%
on the test data.

Table 3. SVM Classification Results

Labels Precision  Recall F1-Score Support
Negative 0.74 0.73 0.74 104
Neutral 0.18 0.10 0.12 21
Positive 0.89 0.93 0.91 275
Accuracy 0.83 400
Macro Avg 0.61 0.59 0.59 400
Weighted Avg 0.82 0.83 0.82 400

For the positive sentiment class, the SVM classifier
achieved a precision of 89%, a recall of 93%, and an F1-
score of 91%, indicating a strong capability in identifying
positive sentiment. The model also demonstrated
moderate  performance in classifying negative
sentiment, with a precision of 74% and a recall of 73%.

However, similar to the Naive Bayes model, SVM
showed limited performance in classifying the neutral
sentiment class. The low precision (18%) and recall (10%)
indicate that the model struggled to correctly identify
neutral comments, which can be attributed to the small
number of neutral samples in the dataset and the
resulting class imbalance. This limitation is reflected in
the relatively low macro-average scores compared to the
weighted-average scores.

Overall, the SVM classifier demonstrated effective
performance on the test data, particularly for positive
sentiment classification, while its limitations in handling
minority classes highlight the impact of class imbalance
in multi-class sentiment analysis.

Random Forest Classification Results

The performance of the Random Forest classifier
was evaluated using the test dataset (Bafail, 2024; He et
al., 2024; Khoiruddin et al., 2022; Zhang, 2024), which
accounted for 20% of the total collected comments. As
presented in Table 4, the Random Forest model achieved
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an overall accuracy of 85% on the test data.

Table 4. Random Forest Classification Results

Labels Precision Recall = F1-Score Support
Negative 0.78 0.76 0.77 104
Neutral 0.00 0.00 0.00 21
Positive 0.87 0.95 0.91 275
Accuracy 0.85 400
Macro Avg 0.55 0.57 0.56 400
Weighted Avg 0.80 0.85 0.83 400

For the positive sentiment class, Random Forest
demonstrated strong recall performance, achieving a
recall value of 95%, indicating its effectiveness in
identifying most positive sentiment samples. The model
achieved a precision of 87% and an F1-score of 91% for
the positive class, reflecting a balanced performance
between precision and recall. In addition, the model
showed moderate performance in classifying negative
sentiment, with a precision of 78% and a recall of 76%.

However, the Random Forest classifier was unable
to effectively identify the neutral sentiment class, as
indicated by precision, recall, and F1-score values of 0.
This limitation is primarily attributable to the small
number of neutral samples in the dataset, which led to
class imbalance and reduced the model’s ability to learn
representative patterns for the neutral class. This issue is
also reflected in the relatively low macro-average scores.

Overall, the Random Forest model demonstrated
reliable performance on the test data, particularly in
terms of recall for positive sentiment classification,
highlighting its suitability for applications where
minimizing false negatives is a priority.

Evaluation

Based on the evaluation of the three classification
models Naive Bayes, Support Vector Machine (SVM),
and Random Forest, the results demonstrate varying
performance across different evaluation metrics on the
test dataset, which represented 20% of the total collected
comments. In terms of overall accuracy, both Naive
Bayes and Random Forest achieved comparable
performance, each obtaining an accuracy score of 85%,
while SVM recorded a slightly lower accuracy of 83%.
These results indicate that all three models performed
reasonably well in classifying sentiment on the test data,
with no substantial difference in overall accuracy.

Regarding precision for the positive sentiment
class, SVM achieved the highest value at 89%, followed
by Random Forest at 87% and Naive Bayes at 91%. This
indicates that all models were capable of producing
reliable positive sentiment predictions, with relatively
small differences among them.

In contrast, recall results revealed more distinct
differences between the models. Random Forest
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achieved the highest recall for the positive class at 95%,
indicating its strong ability to correctly identify most
positive sentiment samples. SVM followed with a recall
of 93%, while Naive Bayes achieved a recall of 92%. This
suggests that Random Forest is particularly effective in
minimizing false negatives for positive sentiment
classification.

The weighted-average Fl-scores of the three
models were relatively similar, ranging from 0.82 to 0.83,
reflecting a balanced trade-off between precision and
recall across sentiment classes. However, the lower
macro-average scores observed across all models
indicate challenges in handling the neutral sentiment
class, primarily due to class imbalance in the dataset.

Overall, the evaluation results indicate that
while all three models demonstrate comparable
classification performance, Random Forest shows an
advantage in recall for positive sentiment, making it
more suitable for applications where identifying
positive public sentiment is prioritized.

Discussion

The comparative performance of the three machine
learning models Naive Bayes, Support Vector Machine
(SVM), and Random Forest is illustrated in Figure 24.
The comparison is based on four evaluation metrics:
accuracy, precision, recall, and Fl-score, using the test
dataset.

1.00
0.90

0.80 I I I
0.70

Recall F1 Score

Accuracy  Precision

H Naive Bayes SVM Random Forest

Figure 24. Model Comparison Results

In terms of overall accuracy, Naive Bayes and
Random Forest achieved comparable results, each with
an accuracy of 0.85, while SVM obtained a slightly lower
accuracy of 0.83. These results indicate that all three
models demonstrated similar effectiveness in classifying
sentiment from public comments related to budget
efficiency policies.

Regarding precision for the positive sentiment
class, SVM achieved the highest value at 0.89, followed
by Random Forest at 0.87 and Naive Bayes at 0.91. This
suggests that all models were capable of producing
reliable positive sentiment predictions, with relatively
small differences among them.

More noticeable differences were observed in recall
performance. Random Forest achieved the highest recall
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value for the positive class at 0.95, indicating its strong
ability to correctly identify most positive sentiment
samples. SVM followed with a recall of 0.93, while Naive
Bayes achieved a recall of 0.92. This result highlights the
strength of Random Forest in minimizing false
negatives.

The weighted-average Fl-scores across the three
models were relatively similar, ranging between 0.82
and 0.83, indicating a balanced trade-off between
precision and recall. However, the lower macro-average
scores observed across all models reflect the difficulty in
accurately classifying the neutral sentiment class, which
was underrepresented in the dataset.

Overall, the discussion confirms that while no
single model overwhelmingly outperformed the others
across all metrics, Random Forest demonstrated an
advantage in recall for positive sentiment classification,
making it particularly suitable for applications where
capturing positive public sentiment is a priority.

Conclusions

This study evaluated the performance of Naive
Bayes, Support Vector Machine (SVM), and Random
Forest for sentiment classification of public comments
related to budget efficiency policies collected from
platform X. The results indicate that all three models
achieved comparable overall accuracy on the test
dataset, while exhibiting different strengths across
evaluation metrics. Random Forest demonstrated the
highest recall for positive sentiment, making it effective
in identifying most positive samples, whereas SVM
showed strong precision in positive sentiment
classification and Naive Bayes provided competitive
performance across metrics. However, all models
experienced limitations in classifying neutral sentiment
due to class imbalance in the dataset. In addition, this
study demonstrates how sentiment analysis models can
be integrated into a software based sentiment analysis
application, supporting the design and implementation
aspects of sentiment analysis systems from a software
engineering perspective.
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