Hyperparameters Optimization in XGBoost Model for Rainfall Estimation: A Case Study in Pontianak City
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Abstract: Estimating rainfall accurately is crucial for both the community and various institutions involved in managing water resources and preventing disasters. The XGBoost model has demonstrated its effectiveness in predicting rainfall, but it still requires fine-tuning of hyperparameters to enhance its performance. This study seeks to determine the optimal learning rate for rainfall prediction while keeping the max_depth and n_estimator parameters fixed. The hyperparameter optimization process was carried out using a two-step approach: an initial coarse search using RandomizedSearchCV followed by a more detailed fine-tuning using GridSearchCV. The model's foundation relied on historical rainfall data gathered over three months from the Automated Weather Observed System (AWOS) at the Pontianak Meteorological Station, recorded on an hourly basis. To assess the model's performance, several metrics were employed, including accuracy, precision, recall, F1 score, and ROC-AUC. The model demonstrated promising results, with accuracy, precision, recall, and F1 score all reaching 95%, indicating its ability to effectively predict rainfall. However, the ROC-AUC score was somewhat lower at 62%. After conducting the hyperparameter search, the optimal learning rate determined for the model, utilizing the 2040 dataset, was found to be 0.204.

Introduction

High rainfall greatly affects human life in various sectors including agriculture, transportation, and can also result in natural disasters such as drought, floods, and landslides (Anwar et al., 2021; Ayasha et al., 2020; Palamakumbura et al., 2021; Wang et al., 2022), especially Pontianak City, where the geographical conditions are in the equator, close to the sea, has many watersheds, and has few hills, can affect the intensity of rainfall in this region (Ferijal et al., 2021; Herawati et al., 2015). An increase in average rainfall significantly reduces the level of food insecurity in agricultural activities in an area, especially in rural areas (Tankari, 2020). This has a positive impact on farmers in terms of the fertility of their agricultural land. This is different from urban areas which are more at risk of flooding. Likewise in hilly areas, rainfall greatly influences landslides. According to EM-DAT data, from 1908 to 2022, landslides have caused great damage to society and have claimed 67,169 lives and economic losses of more than 11 billion dollars (Pham et al., 2022). Therefore, weather forecasting is very important to deal with disasters that may occur.

Developing technology with systems that can analyze and estimate rainfall data can provide the right solution to overcome the various negative impacts of rainfall. Machine learning models are one of the alternative technologies that can apply (Feng et al., 2021). There are quite a few machine learning models used to process this data, resulting in accurate estimation values, including Bayesian methods, SVM (Support Vector Machine), ANN (Artificial Neural Network), or variations such as Support Vector Regression (SVR) (Xiang et al., 2018; Zhou et al., 2022).
There need to be behavior adjustments for the machine learning model to obtain estimation values with good performance. In machine learning, a value can control the model's behavior, namely parameters, and hyperparameters. During the learning process, the model learns patterns in the data and continuously updates the value that controls this behavior, called a parameter. Meanwhile, hyperparameters are used in specific models, and their values are set before the model learns data patterns (Kavzoglu & Teke, 2022). During the learning process, the value of the hyperparameter is used to update the parameters in the model, so the value of the hyperparameter greatly affects the value of the parameters in a machine learning algorithm.

In this study, hyperparameter tuning of the machine learning model will be conducted to estimate rainfall. The selected model is a popular model for estimating historical data sets with optimal performance and highly accurate results, known as XGBoost (Agata & Jaya, 2019; Anand & Kannan, 2022; Azizah et al., 2022; Bansal et al., 2023; Dalal et al., 2022; Hasan et al., 2021; Kaushik & Birok, 2021; Kavzoglu & Teke, 2022; Li & Zhang, 2020; Li et al., 2022; Ma et al., 2020; Nguyen et al., 2021; Pham et al., 2022; Qin et al., 2021; Shahani et al., 2021; Zhang, 2022). XGBoost is a tree-based model that uses decision trees to make predictions and is very powerful in dealing with large amounts of data, even with decision trees alone it can make very good predictions (Muhsi et al., 2023). Adjusting these hyperparameters aims to find the proper set of values to optimize the XGBoost model. The set of hyperparameter values is intended to optimize the model's performance, reduce the loss function, and obtain the best results with less error (Dalal et al., 2022; Kavzoglu & Teke, 2022; Navas, 2022; Qin et al., 2021).

Method

Dataset

The dataset used is based on physical factors that can affect rainfall intensity, such as air humidity (Wardani et al., 2023), air temperature, atmospheric pressure, wind speed, and wind direction (Ferijal et al., 2021). High humidity can increase the chance of rain because wet air can hold more water vapor, decreasing air temperature can cause condensation of water vapor in the air which eventually forms clouds and rain, low atmospheric pressure can cause air convection and result in the formation of rain clouds, and high wind speeds and directions can carry water vapor over long distances and trigger the formation of rain clouds (Yu et al., 2022).

The source of the dataset in this study is historical weather data obtained from Automated Weather Observed System (AWOS) equipment at the Pontianak Meteorology Station. The data were collected from December 1, 2022, to February 23, 2023, with hourly time resolution. The data consists of five parameters as features, such as air temperature, air humidity, air pressure, wind direction and wind speed, the precipitation data. The numerical rainfall data will be classified into two categories: rain and no rain. The classification is based on the numerical rainfall data; if the precipitation value is greater than zero, it is classified as rain. If the precipitation value is zero, it is categorized as no rain. The full feature can be seen in Table 1.

Table 1. Weather dataset feature table and description.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air Tmp (C)</td>
<td>Numeric</td>
<td>Air Temperature</td>
</tr>
<tr>
<td>Precip 1Hr (mm)</td>
<td>Numeric</td>
<td>Rainfall</td>
</tr>
<tr>
<td>QNH (hPa)</td>
<td>Numeric</td>
<td>Air Pressure</td>
</tr>
<tr>
<td>RH (%)</td>
<td>Numeric</td>
<td>Relative Humidity</td>
</tr>
<tr>
<td>WS (Kt)</td>
<td>Numeric</td>
<td>Wind Speed</td>
</tr>
<tr>
<td>Rain Classification</td>
<td>Category</td>
<td>Rain or No Rain</td>
</tr>
<tr>
<td>Mag WD 60 Min (deg)</td>
<td>Numeric</td>
<td>Wind direction</td>
</tr>
<tr>
<td>True WD 60 Min (deg)</td>
<td>Numeric</td>
<td>True Wind Direction</td>
</tr>
</tbody>
</table>

The dataset will go through stages as shown in Figure 1. The initial stage in the research flow is understanding what data will be used to build the model, this data is collected in a historical data set. Next, data set preparation is carried out first, in the form of handling missing values, encoding category features, selecting features (Kaushik & Birok, 2021), dividing training data and test data, and standardizing the data set. After that, the data set is trained on the XGBoost model, and hyperparameter tuning is carried out to find the best learning rate. Finally, the model is evaluated with the default model as a comparison of whether the model is optimal or not based on the increase in evaluation metrics.

Figure 1. Research flow
**Missing Value Handling**

The collected data will be preprocessed to make it understandable by the model. In this process, the missing or incomplete data will be evaluated. Several missing data points can affect the training process. A total of 2040 historical data points were collected, while there were 134 missing data points. Several methods can be used to handle missing values, including deleting the missing data points or filling them with the average value of their respective columns. In this study, the missing data points will be deleted.

**One-hot Encoding**

In machine learning, category data in the form of text or string data types cannot be processed by the model. Therefore, this category of data needs to be converted into a data type that can be recognized and processed by the model, namely into numerical data (Dahouda & Joe, 2021). In this case, one method that can be used is one-hot encoding. The way this method works is by converting category data into a bit vector, with the length of this vector is equal to the number of possible values or the number of existing categories (Erjavac et al., 2022).

**Feature Selection**

There are only four independent or input feature data that will be used, namely, air temperature, air humidity, atmospheric pressure, and wind speed, while the wind direction in the input data is not used because it has a low correlation with rain events and has an important feature score lowest in the model. The dependent features or target features are category data that have been done one-hot encoding, namely the classification of rain and non-rain classification for binary classification.

**Split Data**

In this research, the existing data set is divided into two parts, namely train data and test data. Train data is used to train the model, while test data is not yet known to the model and is used to test the model that has been designed. Additionally, we will split the dataset into training and testing data using the `train_test_split` function from the library scikit-learn, with 90% of the data reserved for training and the remaining for testing.

**XGBoost Model design**

XGBoost is a development of gradient boosting with better results (Kapoor & Perrone, 2021; D. Zhang & Gong, 2020). This method needs an objective function to evaluate how much the resulting model fits the training data. This objective function has two essential parts, namely the missing value in training and the regularization value, as seen in equation (1).  

$$
obj(\theta) = L(\theta) + \Omega(\theta)
$$  

Where L is the loss function, \( \Omega \) is the regularization function, and \( \theta \) is the parameter of the model. The loss function in general, can be written as in equation (2).

$$
L(\theta) = \sum_{i=1}^{n} l(y_i, p_i)
$$

Where \( y_i \) is the actual data value and \( p_i \) is the predicted value, while \( n \) is the number of iterations in the model. It is assumed that the data is \( D = \{(x_i, y_i)\} | D| = n, x_i \in \mathbb{R}^m, y_i \in \mathbb{R} \), so there are \( n \) observations. Each observation has \( m \) features and \( y \) variables. Then the predicted value to be obtained by the model is \( \hat{y}_i \), which is like equation (3).

$$
\hat{y}_i = \phi(x_i) = \sum_{k=1}^{K} f_k(x_i)
$$

$$
f_k(x_i) = F_{k-1}(x) + \eta_m * h_m(x; \theta_m)
$$

Where \( \eta_m \) is the learning rate, \( h_m(x; \theta_m) \) is the output value for each leaf in the eXtreme Gradient Boost decision tree. Here \( f_k \) is the regression tree and \( f_k(x_i) \) is the score provided by the k-tree for the i-th observation. The \( f_k \) function is chosen to minimize the value of the objective function like equation (5).

$$
L(\phi) = \sum_{i} l(y_i, p_i) + \sum_{k} \Omega(f_k)
$$

Where \( l \) is the loss function and \( \Omega \) denotes the regularization function as in equation (6).

$$
\Omega(f_k) = \gamma T + \frac{1}{2} \lambda \|w\|^2
$$

Where \( T \) is the number of leaves and \( w \) is the weight of the leaves. To avoid overfitting and simplify the model, the penalty for \( T \) is set by \( \gamma \), and the penalty for \( w \) is set by \( \lambda \). The thing that differentiates it from the usual gradient boosting is the unique value penalty. The iteration method is used to reduce the objective function. In the t-th iteration, \( f_t \) is added to reduce the objective function like equation (7).

$$
L^t = \sum_{i=1}^{n} l(y_i, p_i^t) + f_t(x_i) + \Omega(f_t)
$$
Taylor expansion is used to simplify this equation. From Taylor's equation we can derive the formula for reducing loss after the tree is divided from the given nodes (Ma et al., 2020), the formula can be seen in equation (8).

$$L_{split} = \left[ \frac{\sum_{\text{left}} g_n}{\sum_{\text{left}} h_n + \lambda} \right]^2 + \frac{1}{2} \left[ \frac{\sum_{\text{right}} g_n}{\sum_{\text{right}} h_n + \lambda} \right]^2 + \frac{1}{2} \left[ \frac{\sum_{\text{left}} g_n y}{\sum_{\text{left}} h_n + \lambda} \right] - \gamma$$

(7)

Where \( I \) represents the subset of observations available at the current node. \( I_L \) is the subset of observations available at the left node and \( I_R \) is the subset of observations available at the right node after the split. The \( g_n \) and \( h_n \) functions are used to find the best split and are defined as equations (9) and (10).

$$g_n = \frac{\partial}{\partial y_n} I \left( y_n, p_n^{(j-1)} \right)$$

(9)

$$h_n = \frac{\partial^2}{\partial y_n^2} I \left( y_n, p_n^{(j-1)} \right)$$

(10)

The final objective function depends only on the first and second-order gradients of the loss function at each data point and the regularization parameter \( \gamma \).

**Model Implementation**

The machine learning model used is XGBoost. Three hyperparameters have values set in the model, namely max_depth, learning_rate, and n_estimators. Before the hyperparameter was adjusted, the value was determined from a previous rainfall estimation study by MT Anwar et al. (Anwar et al., 2021). With a max_depth value of 6, the n_estimators is 100, and learning_rate is 0.3. The value to be adjusted in this study is learning_rate, and the value with the best performance is selected.

**Hyperparameter Tuning**

Several methods are often used in the tuning process. In this study, the methods used were Random Search Cross Validation and Grid Search Cross-Validation. This method is straightforward: looking for hyperparameters randomly and selecting the parameter with the best performance. A coarse to refined technique will be applied to optimize the hyperparameter search, which optimizes the search space in a specific space. The basic principle is that the value of the first iteration is assigned to the entire search space. After obtaining the best hyperparameter, the search space is focused on a finer space in the zone with the best value to find hyperparameters with better performance than before (Kapoor & Perrone, 2021; Lee et al., 2018).

**Model Evaluation**

Model performance will be measured by the following evaluation metrics (Canayaz, 2021). In binary classification, positive data is rain data and negative data is no rain data, so TP means the correct prediction for rain data, FP is the wrong classification prediction for rain data, FN is the wrong classification prediction for no rain data, and TN is the classification prediction true for no rain data. From these values, 4 model performances are calculated, namely accuracy, precision, recall, f1-score, and AUC-ROC. Accuracy is the percentage of correct predictions made by the model out of all predictions. Can be written in equation (11).

$$accuracy = \frac{T_p + T_n}{F_p + F_p + T_n + F_n}$$

(11)

Precision is the ratio of true positives to the total number of positive predictions made by the model. Calculated in equation (12).

$$precision = \frac{T_p}{T_p + F_p}$$

(12)

Recall (sensitivity) is the ratio of true positives to the total number of actual positives in a data set. Calculated as equation (13).

$$recall = \frac{T_p}{T_p + F_n}$$

(13)

F1-score is harmonic average of precision and recall. This gives equal importance to precision and recall. This is calculated as equation (14).

$$F1score = \frac{2 \cdot precision \cdot recall}{precision + recall}$$

(14)

AUC-ROC is the area under the receiver operating characteristic curve (ROC curve) is a measure of the trade-off between sensitivity (recall) and specificity. It is used to evaluate binary classification performance.

**Result and Discussion**

**Data Analysis**

The research dataset is numerical data, with data distribution as shown in Figure 2. The numerical data pattern in the time series data set has a certain pattern, so the model learns this data pattern in making estimates. From Figure 2, the temperature data varies according to the seasons that occur in Pontianak City. Based on Figure 2, temperature data from 22 to 27°C has a higher intensity than other temperature data. Meanwhile, the rainfall data has unbalanced or imbalanced data, where the zero value dominates the entire data. With unbalanced data, forecasting methods...
or regression methods that use numerical data as targets will be difficult, so to estimate, the classification method is the right choice (Depto et al., 2023; Johnson & Khoshgoftaar, 2019; Y. Zhang et al., 2023). Furthermore, for atmospheric pressure, the majority of data has normal values, namely between 1000 and 1014. Then for humidity data, the number of samples with high humidity increases as the air humidity increases, this can be seen clearly in the graph which has increased. While the wind speed is dominated by wind with a low speed of 1-6 kt. For magnetic wind direction and true wind direction, the distribution of the amount of data does not have a particular pattern, because the amount of data and wind direction are evenly distributed at high and low values.

Next, the data is analyzed to find out how significant the correlation is between each piece of data. The correlation score between rainfall and other features can be seen in Table 2, while the correlation matrix between features can be seen in Figure 3. Correlation coefficient values range from -1 to 1, with 1 indicating a perfect positive correlation, -1 indicating a perfectly negative correlation, 0 indicating no correlation, and the closer to 1 or -1 the stronger the correlation (Ramadhan et al., 2022). It can be concluded from the table and the correlation matrix that this imbalanced data has a minimal correlation with the rainfall data.

Table 2. Weather dataset feature table and description.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Correlation score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air Tmp (°C)</td>
<td>0.01</td>
</tr>
<tr>
<td>Precip 1Hr (mm)</td>
<td>1.00</td>
</tr>
<tr>
<td>QNH (hPa)</td>
<td>-0.11</td>
</tr>
<tr>
<td>RH (%)</td>
<td>0.02</td>
</tr>
<tr>
<td>WS (Kt)</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The small value of the correlation coefficient is caused by some zero-value data, where the data is not balanced. The highest percentage of data is in the no rain category, while the percentages in other categories are very small, so the model is more likely to understand no rain data compared to other categories. This shows that real events in the field are indeed the case, so data imbalance will be maintained because some methods for handling unbalanced classes will damage data patterns (Depto et al., 2023; Johnson & Khoshgoftaar, 2019; Y. Zhang et al., 2023).

Figure 2. Distribution of research data in the form of air temperature (a), rainfall (b), air pressure (c), air humidity (d), and wind speed (e).
Evaluation metrics

Evaluation metrics measure model performance measures. In the problem of classification, performance is measured by accuracy, F1-score, precision, sensitivity, and ROC_AUC metrics (Canayaz, 2021). In this case, the confusion matrix will be used to determine each value of the evaluation metric (Deng et al., 2016; Jakka & Vakula Rani, 2019). The metric evaluation table on XGBoost before and after tuning can be seen in Table 3, and the tuning result confusion matrix can be seen in Figure 4.

Table 3. Comparison without tuning

<table>
<thead>
<tr>
<th>Metric</th>
<th>Without Tuning</th>
<th>With Tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akurasi</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>Precision</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>Recall</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>ROC-AUC</td>
<td>0.61</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Results of Tuning Learning Rate Hyperparameter

This study aimed to optimize the performance of XGBoost in predicting the rainfall category by tuning its learning rate hyperparameter. We employed the random grid coarse to refined technique, which uses a combination of random and grid search to explore the hyperparameter space effectively. We found that the best learning rate was 0.204, and using this value, the resulting model achieved an accuracy of 95% in predicting the rainfall category.

The tuning of hyperparameters is a crucial step in improving model performance (Dalal et al., 2022; Kavzoglu & Teke, 2022). In our study, we focused on the learning rate hyperparameter of XGBoost, a vital hyperparameter affecting model convergence and overfitting. By utilizing the random grid coarse to refined technique, we efficiently searched for the best learning rate hyperparameter. Random search allowed us to explore the hyperparameter space effectively, while grid search enabled us to perform a more detailed search for optimal hyperparameters.

Our findings showed that the optimal learning rate was 0.204, indicating that a higher learning rate can cause overfitting, while a lower learning rate can lead to slower convergence and underfitting. The resulting model achieved a 95% accuracy in predicting the rainfall category, which significantly improved compared to the default model. Our study demonstrated the effectiveness of the random grid coarse-to-fine technique in hyperparameter tuning for XGBoost. The results of the tuning graph can be seen in Figure 6. In the figure, the blue dot is the search point for refined search, while the red dot is a search with rough search, and the best learning rate parameter is 0.204.

In conclusion, our study provides insights into the importance of hyperparameter tuning in machine learning and the effectiveness of the random grid coarse-to-fine technique in achieving optimal results. By combining random and grid search techniques, we efficiently searched for the best learning rate hyperparameter, which significantly improved the model's performance in predicting the rainfall category.
Conclusion

The results of the estimated rainfall show quite good performance on the binary classification problem of 2040 rainfall data, with accuracy, precision, recall, f1-score, and a sensitivity of 95%. In this study, the hyperparameters in the XGBoost model were optimized using the Random Grid Coarse to Fine technique which focused on finding the best learning rate. The result is the best learning rate value of 0.204. The research results show that the learning rate depends on the data set that is trained in making the decision tree so that in different proportions of the data set, this value will produce different accuracy even though the learning rate is the same and a small learning rate is more accurate in making classification predictions than with a large learning rate, however, model learning will take relatively longer. In future research, it is hoped that there will be tuning for all existing hyperparameters with a larger sample, and unbalanced data can be balanced with oversampling or under-sampling techniques (Y. Zhang et al., 2023).
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