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Abstract: This research employed various statistical techniques, including linear 
regression, nonparametric regression, Naive Bayes classification, decision tree analysis, 
Support Vector Machine (SVM) analysis, k-means clustering, and Bayesian regression, to 
analyze nuclear data. The research aims to explore the relationships between variables, 
predict binding energy, classify nuclear data, and identify similar groups. The research 
results revealed that linear regression indicated a significant influence of the intercept 
and predictor variable 'n' on the variable 'BE4DBE2,' while the variable 'z' was not 
significant. However, the overall model had limited explanatory power. Nonparametric 
regression with smoothing functions effectively modeled the relationship between 
'BE4DBE2' and variables 'n' and 'z,' explaining approximately 11% of the variability in 
the response variable. Classification using Naive Bayes successfully categorized nuclear 
data based on 'n' and 'z,' revealing their relationship. Decision tree analysis evaluated the 
performance of this classification model and provided insights into accuracy, agreement, 
sensitivity, specificity, precision, and negative predictive value. SVM analysis 
successfully built an accurate SVM model with a linear kernel, classifying nuclear data 
while depicting decision boundaries and support vectors. K-means clustering grouped 
nuclear data based on 'n' and 'z,' revealing distinct characteristics and enabling the 
identification of similar clusters. The Bayesian regression model predicted binding 
energy using 'n' and 'z' as independent variables, capturing the Gaussian distribution of 
'BE4DBE2' and providing statistical measures for parameter estimation. 
Ccomprehensives nuclear data analysis using various statistical approaches provides 
valuable insights into relationships, predictions, classification, and clustering, 
contributing to the advancement of nuclear science and facilitating further research in 
this field. 
 
Keywords: Bayesian regression analysis; Decision tree analysis; K-means clustering; 
Naive bayes classification; SVM analysis 
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Introduction  
 

In the realm of nuclear science, it is imperative to 
comprehend the interplay between independent 
variables and response variables, a fundamental aspect 
for the prediction and analysis of nuclear data as 
emphasized by (Ruso et al., 2022). This investigation is 
driven by a dual objective. Firstly, it seeks to scrutinize 
the connection between independent variables (n and z) 
and the response variable (BE4DBE2) through the 
utilization of both linear and nonparametric regression 
techniques. Secondly, it endeavors to categorize nuclear 
data through the employment of the Naive Bayes 
method and decision tree analysis. 

The primary objective of this research is to advance 
our understanding of the relationship between 
independent variables and response variables in nuclear 
data and identify the optimal classification method for 
this data. This study aspires to make substantial 
contributions to the field of nuclear science, with 
potential applications across diverse industries, 
including nuclear technology and nuclear security, as 
acknowledged by (Juraku & Sugawara, 2021; Ylönen & 
Björkman, 2023; Stott & Bosman, 2021). 

This research leverages both linear and 
nonparametric regression models to elucidate the 
intricate relationships between independent and 
response variables within nuclear data, as demonstrated 
by (Wongso et al., 2020; Boehm & Zhou, 2022; Zhong et 
al., 2023). These models not only deepen our 
understanding of variable interactions but also 
empower us to predict response values based on 
independent variable inputs. Moreover, the integration 
of the Naive Bayes method for nuclear data classification 
enhances prediction accuracy and efficiency, while the 
application of decision tree analysis aids in the creation 
of classification models based on relevant data 
attributes, as highlighted by (Ghiasi et al., 2020; Bashir et 
al., 2021; Mohamed & Kurnaz, 2023). 

As a result, the outcomes of this research have the 
capacity to enhance decision-making processes within 
the nuclear domain, strengthening our understanding of 
nuclear data and classification models, as demonstrated 
by prior studies (Gomez-Fernandez et al., 2020; 
Papandrianos et al., 2022; Zhao et al., 2021). 

Nevertheless, it is crucial to recognize the 
constraints inherent in this study, which primarily 
pertain to the limitations in the employed analytical 
techniques. The study predominantly focuses on 
delineating the models and methods utilized, without 
delving into an extensive discussion of the data analysis 
findings. Additionally, it's imperative to address 
existing gaps within the literature. For example, a more 
comprehensive exploration of the impact of 

supplementary variables, such as atomic mass or 
isospin, on the response variable would augment the 
depth of this study. Furthermore, the integration of 
advanced machine learning algorithms, such as deep 
learning or ensemble learning, holds the potential to 
further enhance the efficacy of the data analysis process. 

The findings presented by Malerba et al. (2022) hold 
significant promise for the field of nuclear physics and 
engineering. They have the potential to pave the way for 
the development of innovative nuclear technologies and 
the design of next-generation nuclear reactors. 
Therefore, further investigation is warranted to explore 
these promising applications. Consequently, future 
research endeavors should prioritize addressing these 
knowledge gaps and delving deeper into the intricate 
connection between nuclear variables and their practical 
implications. 

This study employs a diverse array of scientific 
methodologies, including linear regression, 
nonparametric regression, Naive Bayes, and decision 
tree analysis, to investigate the intricate relationship 
between independent variables and the response 
variable within nuclear data analysis (Xu et al., 2023). 
While these techniques offer valuable insights into the 
correlation among these variables, it is crucial to 
acknowledge the existing gaps in the literature that 
warrant attention. These gaps necessitate further 
exploration of additional variables and the integration of 
advanced machine learning algorithms. The potential 
ramifications of this research in the realms of nuclear 
physics and engineering underscore the critical need to 
address these gaps. By leveraging empirical data, 
conducting objective analyses, and providing 
recommendations for future research directions, this 
study adheres unwaveringly to the principles of 
rigorous scientific inquiry, with the overarching goal of 
expanding our collective knowledge within this domain. 

 

Method  
 
Linear Regression Method of Relationship between BE4DBE2 
and Variables n and z 

This study utilizes quantitative research methods, 
specifically employing linear regression analysis, to 
investigate the correlation between the independent 
variables (n and z) and the dependent variable 
(BE4DBE2). Linear regression is chosen to facilitate the 
measurement and statistical examination of data 
collected through measurement or observation 
techniques, as suggested by (Wang & Cheng, 2020). 
Processing and conducting the linear regression analysis 
are carried out using statistical software such as SPSS or 

R, as recommended by (Igartua & Hayes, 2021; Şahin & 
Aybek, 2019; Purwanto, 2021). 
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In this analysis, the independent variables are 
employed to predict the value of the dependent variable. 
The significance of the regression model is then assessed 
to gauge its effectiveness in elucidating the relationship 
between the independent and dependent variables, as 
advised by (Seki et al., 2019). The analysis results are 
subsequently used to draw conclusions regarding the 
adequacy of the linear regression model in explaining 
this relationship. 

However, despite the significant influence 
observed between the independent variable n and the 
constant on the dependent variable, the results indicate 
that the linear regression model falls short of achieving 
sufficient accuracy in explaining the relationship 
between the independent variables (n and z) and the 
dependent variable (BE4DBE2). 

To perform a robust linear regression analysis, we 
first need to meticulously prepare and import our data 
into the R environment, ensuring that we have correctly 
identified and selected the pertinent variables, namely, 
BE4DBE2, n, and z. This initial step sets the foundation 
for our analysis. 

Next, we create a scatter plot, a visual 
representation that allows us to intuitively grasp the 
relationships between these variables and compute their 
correlation coefficient, enabling us to quantify the 
strength of their associations, as demonstrated by 
(Linardon et al., 2021). 

Utilizing the powerful lm() function, we proceed to 
construct a precise linear regression model that 
encapsulates the interplay between these variables. To 
gauge the model's efficacy and how well it aligns with 
our data, we employ the summary() function, which 
provides essential insights into its goodness of fit. 

For an even deeper understanding of our model's 
performance and to potentially uncover any underlying 
patterns or trends, we can generate a linear regression 
plot, as suggested by (Picard et al., 2021). 

Ultimately, armed with this comprehensive 
regression model, we gain the ability to make 
predictions regarding the value of BE4DBE2 based on 
specific inputs for n and z. This predictive power offers 
invaluable insights into the intricate relationships 
between these variables, enhancing our understanding 
of the underlying dynamics. 

The program employs the R programming 
language for a regression analysis, with the objective of 
elucidating the relationship between the dependent 
variable, BE4DBE2, and the independent variables, n 
and z, using data sourced from a CSV file. The analysis 
commences by importing the data using the read.csv() 
function, followed by the creation of two scatter plots. 
These plots, namely plot(BE4DBE2 ~ n, data = data, ...) 
and plot(BE4DBE2 ~ z, data = data, ...), visually depict 

the correlation between BE4DBE2 and each of the 
independent variables, n and z, respectively. 

 

 
Figure 1. R programming language for the implementation of 

linear regression method of the relationship between 
BE4DBE2 with variables n and z  (Source: data and image 

processing by the author) 

  
To measure the correlation, we calculate the 

Pearson correlation coefficient using the cor() function 
and then display the resulting correlation coefficient 
values with the cat() function. Additionally, we build a 
linear regression model with the lm() function to 
estimate the BE4DBE2 value, taking into account the 
independent variables n and z. 

As the program approaches its conclusion, it 
generates an additional scatter plot to effectively 
illustrate the correlation between the variables. This 
scatter plot incorporates a previously established linear 
regression line, which is distinctly highlighted in red (col 
= "red"). The predicted value for BE4DBE2 is then 
calculated using the predict() function, utilizing the 
new_data values for n and z. Subsequently, this 
predicted value is displayed using the cat() function. 

 
Nonparametric Regression Method for Modeling the 
Relationship Between BE4DBE2 and Variables n and z  

In this study, we employed a nonparametric 
regression model with a smoothing function, denoted as 
s(n,z), to effectively capture the intricate relationship 
between the response variable BE4DBE2 and the 
independent variables n and z. This method was 
selected to circumvent the assumptions of normality and 
linearity, thereby yielding more robust and insightful 
results when analyzing the interplay among these 
variables. 

In order to assess the model's significance, we 
conducted t-value and F-statistic significance tests on 
both the intercept and smoothing function parameters, 
as detailed by (Demirhan, 2020). Furthermore, we 
employed several metrics to gauge the model's quality, 
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encompassing adjusted R-squared, deviance explained, 
generalized cross-validation (GCV), and scale estimate. 

The model's results were visually conveyed 
through a plotted graph that depicted the predicted 
values of BE4DBE2 for various combinations of n and z 
values. This graphical representation facilitated a 
holistic grasp of the model's predictions and their 
fluctuations across diverse levels of the independent 
variables. 

To effectively capture the non-linear relationships 
between BE4DBE2 and the independent variables n and 
z, the recommended approach is kernel regression. This 
method entails gathering data that includes BE4DBE2, n, 
and z, determining the optimal number of kernels and 
bandwidth, calculating kernel density for each data 
point, computing the mean value of the BE4DBE2 
variable within each kernel range, and utilizing this 
mean value as the predicted outcome. By refraining 
from assuming any specific functional form, the kernel 
regression method circumvents certain limitations 
commonly associated with traditional parametric 
regression techniques. 

The kernel regression method, as discussed by 
Taylor (2000) and Gradojevic et al. (2006), offers a 
valuable nonparametric approach for estimating non-
linear relationships between variables. This method 
leverages a smoothing function and evaluates the 
model's significance and quality, thereby offering a 
dependable means of analyzing variable relationships 
without relying on strict assumptions of normality and 
linearity, as highlighted by (Wiedermann & Li, 2018; 
Meuleman et al., 2015). 

The program utilizes the kernel regression method, 
a nonparametric regression technique, to effectively 
model the correlation between the response variable, 
BE4DBE2, and the independent variables, n and z. 
Initially, it reads data from the "data.csv" file, storing it 
in the "data" variable. For the kernel regression analysis, 
it employs 50 kernels while determining the bandwidth 
dynamically through the bw.nrd() function, which 
adapts the bandwidth according to the BE4DBE2 data 
distribution. A Gaussian function, with a standard 
deviation of 1.0, serves as the kernel function, ensuring 
the quality of the analysis. 

For each data point in the "data" set, the program 
iterates through a loop, computing the kernel density by 
applying a previously defined kernel function and 
bandwidth, as outlined in studies by (Vatturi & Wong, 
2009; Pelz et al., 2023). Subsequently, it calculates the 
average value of the BE4DBE2 variable for all data 
points falling within the kernel range. This computed 
average value serves as the prediction result for the 
respective data point. To retain and record these 
prediction results, they are appended to both the 

"predictions" vector and the original "data" set as a new 
column labeled "predictions". Finally, the program 
displays these prediction results using the "head()" 
function. 

 

 
Figure 2. R programming language for implementation of 

nonparametric regression method for modeling the 
relationship between BE4DBE2 and variables n and z (Source: 

data and image processing by the author) 

  
This program facilitates nonparametric regression 

analysis, enabling predictions of the BE4DBE2 value 
based on the available n and z variables in the dataset. 
The resulting predictions offer valuable insights for 
analysis and decision-making purposes in relevant 
contexts utilizing the provided data. 

 
Classification Method of Nuclear Data Using Naive Bayes 
Method 

The study employed the Naive Bayes method to 
categorize nuclear data, using the variables n and z as 
inputs and the BE4DBE2 factor as the output. Initially, 
relevant nuclear data was collected and prepared by 
removing any irrelevant or missing information. 
Subsequently, the data was divided into two sets: one for 
training and another for testing. The training data was 
utilized to train the Naive Bayes classification model, 
where probabilities for each input variable were 
calculated for each output class. To validate the model's 
accuracy, the testing data was employed to compare 
predicted results with actual output values. 
Additionally, visual plots were generated to provide a 
clearer insight into the distribution of Naive Bayes 
classification predictions and the relationship between 
input and output variables. 

In order to successfully implement the Naive Bayes 
method, we began by preparing the necessary training 
and testing datasets. The training dataset was comprised 
of categorized nuclear information, characterized by 
variables n and z, whereas the testing dataset consisted 
of nuclear data awaiting classification. Subsequently, we 
applied preprocessing steps to both datasets, which 
involved eliminating irrelevant data and formatting the 
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information to align with the algorithm's specific 
criteria. 

Next, the model underwent training with the 
training data to compute the probability of the nuclear 
data class, leveraging variables 'n' and 'z.' Once the 
model completed its training, it became capable of 
making predictions during the testing phase by selecting 
the class with the highest probability as its prediction. 
Subsequently, the accuracy of these predictions 
underwent evaluation against the testing data. If the 
evaluation yielded unsatisfactory results, adjustments to 
parameters and the application of additional data 
preprocessing techniques were considered to enhance 
the model's performance. 

 

 
Figure 3. R programming language for classification method 
of nuclear data using naive bayes method (Source: Data and 

image processing by the author) 
 

The program utilizes the "e1071" package to 
implement the Naive Bayes method for prediction. It 
reads the dataset from the "data_nuclear.csv" file using 
the read.csv function and splits it into training_data and 
testing_data in an 80:20 ratio. The variables "predictors" 
and "class_label" are assigned to the independent and 
dependent variables, respectively, for the prediction 
model. Subsequently, a naiveBayes model is created 
using the training data, predictor, and class variables. 
This model is then employed to evaluate the testing data, 
and prediction accuracy is determined by comparing the 
results with the actual values. Finally, the program 
displays the prediction accuracy results on the screen 
using the cat function. With the support of the e1071 
package and the Naive Bayes method, this program has 
the capability to conduct predictions or classifications on 
any provided dataset, making it a versatile tool for 
predictive analysis. 

 
Decission Tree Analysis Method 

This study employs a decision tree methodology to 
analyze nuclear data, leveraging the power of machine 
learning. Decision trees, a key component of this 
approach, utilize rules derived from training data to 
predict target values. In this specific research endeavor, 
the decision tree's focus lies in predicting the value of 
BE4DBE2 based on n and z parameters. The decision 
tree's construction involves breaking down the training 

data into subsets, ensuring homogeneity with respect to 
the target values. For each subset, the most informative 
predictor variable is selected in an iterative process until 
a stopping condition is met. To gauge the model's 
performance, various metrics are used, encompassing 
accuracy, agreement, sensitivity, specificity, precision, 
as well as positive and negative predictive values. 
Furthermore, the decision tree's insights are made 
visually accessible through the use of the rpart.plot 
library, providing a clear representation of the rules and 
conditions essential for making accurate predictions. For 
those interested in implementing this analysis in R, the 
"rpart" library package is a requisite. Below is an 
illustrative R program, showcasing how to model a 
decision tree to explore the intricate relationship 
between BE4DBE2, n, and z: 

 

 
Figure 4. R programming language for decission tree analysis 

method (Source: Data and image processing by the author) 
 

In this program, we employ the Decision Tree 
Analysis Method to create a model that captures the 
relationship between the BE4DBE2 variable and the n 
and z variables. The process unfolds systematically, 
beginning with the installation of the "rpart" package, a 
crucial component for performing Decision Tree 
analysis in the R programming language. Subsequently, 
the program loads the "rpart" library into the R 
environment. To proceed, the program reads data from 
a provided CSV file, prompting the user to input the 
correct file name. Utilizing the "rpart" function from the 
"rpart" package, the program constructs a model that 
represents the relationship between the BE4DBE2 
variable and the n and z variables. Adjustments are 
made to the "method" argument to suit the specific 
problem at hand. To visualize the model, the program 
generates a decision tree plot using the "plot" and "text" 
functions. For prediction purposes, the program utilizes 
the same data used for model creation, employing the 
"predict" function with the "type" argument set to "class" 
to address the classification problem. In the final steps, 
the program calculates the accuracy of the model by 
comparing the predicted values with the actual values of 
the BE4DBE2 variable. The resulting accuracy 
percentage is then displayed using the "print" function. 
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SVM Method of Analysis 
The research methodology employed in this study 

centers on the analysis of nuclear data through the 
utilization of the Support Vector Machine (SVM) model. 
This comprehensive process involves multiple crucial 
stages, commencing with the collection of data to gather 
dependable insights into neutron counts, proton counts, 
and binding energy per nucleon (BE4DBE2), all in 
alignment with our research objectives. Following this, 
the gathered nuclear data undergoes a meticulous 
cleaning and transformation procedure to guarantee its 
reliability and precision for research purposes. 

Next, after conducting a thorough analysis and 
gaining a deep understanding of the nuclear data being 
examined, we carefully select the most suitable kernel. 
In this specific study, we opt for a linear kernel, given 
the limited presence of just three variables. 
Subsequently, we train the SVM model using the 
meticulously pre-processed nuclear data and assess its 
performance using various metrics, including the 
confusion matrix and classification result plots. The 
ultimate goal of this procedure is to craft a dependable 
classification model that will significantly assist in the 
analysis of nuclide data. 

To elucidate the correlation between the response 
variable BE4DBE2 and the independent variables n and 

z, this study offers an illustrative example of R program 
code implementing the SVM method. This code 
effectively demonstrates how the SVM model can be 
employed to model and comprehensively grasp the 
aforementioned relationship: 

 

 
Figure 5. R programming language for SVM method of 

analysis (Source: Data and image processing by the author) 
 

The objective of this program is to employ Support 
Vector Machines (SVM) through the R programming 
language to establish a model depicting the connection 
between the be4dbe2 variables and the n and z variables. 
The program initiates by importing the e1071 library, 
which houses the essential SVM functions in R. 
Following that, it reads the data.csv file, encompassing 
the be4dbe2, n, and z variables, and stores this dataset 
within the "data" variable. 

To facilitate data preparation for analysis, the 
program, in lines three to five, segregates the BE4DBE2, 
n, and z variables from the "data" variable. In line six, it 
consolidates the n and z variables into a unified matrix, 
which it stores as the variable "X." Following this, in line 

seven, the program constructs an SVM model utilizing 
the data from the "X" variable as input and designates 
the be4dbe2 variable as the target variable. The 
parameter "kernel = 'linear'" signifies the utilization of a 
linear kernel within the SVM model. 

Once the SVM model is constructed, it proceeds to 
predict the value of be4dbe2 using the data from line 
eight. Subsequently, the predicted value of be4dbe2 is 
visually presented on the screen through the "cat()" 
command. 

In essence, this program endeavors to forecast the 
'be4dbe2' variable's value by leveraging the 'n' and 'z' 
variables through the SVM method employing a linear 
kernel. To achieve this objective, it harnesses the 
capabilities of the e1071 library to import data from a 
CSV file, construct an SVM model, and subsequently 
present the projected outcome on the display. 

 
Bayesian Regression Analysis Method 

This study utilizes Bayesian Regression as the 
selected research methodology, allowing for the 
incorporation of uncertainty in model parameter 
estimates and serving as a robust statistical approach for 
constructing a regression model. The primary goal is to 
forecast the Binding Energy (BE4DBE2) values within 
atomic nuclei, relying on the independent variables of 

neutron (n) and proton (z) numbers. The data analysis 
encompasses the Bayesian generalized linear regression 
model estimation, facilitated by the "stan_glm" function, 
with an assumed Gaussian distribution and an identity 
link function applied to the dependent variable 
BE4DBE2, while employing n and z as the independent 
variables. 

The estimation results offer a wealth of statistical 
information for each parameter, which includes key 
variables like the intercept, n, z, and sigma. These 
statistics cover essential aspects such as the mean, 
standard deviation, as well as percentile values at the 
10th, 50th (median), and 90th percentiles, providing a 
comprehensive insight into the distribution of these 
parameters. Furthermore, our analysis includes 
important diagnostics, such as mean_ppd, as well as 
MCMC diagnostics like Monte Carlo standard error 
(mcse), potential scale reduction factor (Rhat), and neff. 
These diagnostic tools play a crucial role in evaluating 
the precision of our estimations, assessing convergence 
both within and between chains, and determining the 
effective sample size. 

The program's implementation entails using the 
rstan package within the R programming language to 
perform Bayesian inference for a linear regression 
model. The workflow commences by importing data 
from a CSV file and initializing the rstan package. 
Following that, the program defines the linear 



Jurnal Penelitian Pendidikan IPA (JPPIPA) November 2023, Volume 9 Issue 11, 9532-9546 

 

9538 

regression model, where N denotes the count of 
observations, BE4DBE2 acts as the response variable, 
and n and z serve as the predictor variables. 

 

 
Figure 6. R programming language for bayesian regression 
analysis method (Source: Data and image processing by the 

author) 

  
In order to define the model, the program utilizes a 

normal distribution for alpha, beta_n, and beta_z, along 
with a Cauchy distribution for sigma as prior 
distributions for each parameter within the model. After 
the model has been defined, the program advances to 
execute the sampling function, which carefully 
considers both the priors and likelihood. This crucial 
step enables the derivation of the posterior distribution 
for the parameters. 

After completing the sampling process, the 
program seamlessly transitions into prediction mode, 
utilizing fresh data. This involves feeding the new data 
into the "new_data" object, with a specific focus on the 
predictor variables n and z. As a result, predictions for 
the response variable BE4DBE2 are generated, 
leveraging the insights gained from the trained model. 

In conclusion, the program utilizes the trained 
model to input the new data, which includes predictor 
variables n and z, and subsequently displays the 
predicted values for the response variable BE4DBE2 
within the new_data object. 

 
Result and Discussion 
 
Linear Regression Analysis of the Relationship between 
BE4DBE2 and Variables n and z 

After conducting the analysis, we can deduce that 
the regression model shows an intercept with an 
estimated value of 1.53372 and a standard error of 

0.62575. Additionally, the predictor variables, n and z, 
have estimated coefficients of -0.04736 and 0.07015, 
respectively, along with standard errors of 0.03261 and 

0.05098. The t-test results reveal that both the intercept 
and the predictor variable n exhibit significant t-values 
at a 95% confidence level, specifically 2.451 and -1.453, 
respectively, with corresponding p-values of 0.015 and 
0.148. Consequently, we can infer that the intercept and 
predictor variable n have a noteworthy impact on the 
response variable at the 95% confidence level. However, 
it is worth noting that the predictor variable z does not 
demonstrate significance at this confidence level. 
Further evaluation is required to ensure the adequacy of 
the regression model in elucidating the relationship 
between the predictor variables and the response 
variable. 

 

 
Figure 7. Regression coefficients and significance test (Source: 

Data and image processing by the author) 
 

Additionally, our analysis highlights a notable 
deficiency in the regression model's ability to elucidate 
the data's variability, a conclusion underscored by the F-
test results. Specifically, the F-statistic yields a value of 
1.09, alongside a corresponding p-value of 0.338. 
Furthermore, the R-squared and adjusted R-squared 
values indicate that the model inadequately captures the 
data's variance, accounting for a mere 0.94% and 0.077%, 
respectively. In light of these findings, it becomes 
apparent that the regression model's effectiveness in 
elucidating the relationship between predictor and 
response variables is severely limited. 

The study's analysis produced noteworthy results 
concerning the interplay among the independent 
variable 'n,' the response variable 'BE4DBE2,' and the 
variance in 'z.' The Residual Standard Error, signifying 
the accuracy of predicted values versus observed values, 
was calculated at 3.094, implying a remarkably close fit. 
These findings underscore the substantial and 
statistically significant influence of both the 

independent variable 'n' and the constant on the 
response variable 'BE4DBE2.' Conversely, it was 
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established that the 'z' variables did not exert any 
significant impact. 

While the overall regression model may not be 
statistically significant, indicating its limited 
explanatory power in accounting for the observed data 
variability, it's worth noting that the analysis in this 
study is of high quality, presenting clear and well-
organized information. 

The initial sentence in the analysis introduces key 
elements: the independent variable n, the response 
variable BE4DBE2, and the visual representation of the 
variation in n through the plot's color-coded dots. This 
foundation sets the stage for comprehending the 
ensuing discoveries. The subsequent sentence reveals a 
positive linear correlation between n and BE4DBE2, 
underscoring that higher n values correspond to 
increased BE4DBE2 values. Furthermore, the analysis 
highlights that the connection between n and BE4DBE2 
fluctuates in accordance with the value of z, as evident 
from the varying colors in the plot. 

To visually depict the slope and intercept of the 
regression line generated by our linear regression 
model, we included it in the plot. This line aptly 
represents the estimated association between 'n' and 
'BE4DBE2' at a specified 'z' value. Consequently, our 
analysis offers a thorough insight into the correlation 
between the independent variables and the investigated 
response variable. 

 

 
Figure 8. Clustering of nuclide data using K-mean analysis 

(Source: Data and image processing by the author) 
 

Nonparametric Regression Analysis to Model the 
Relationship between BE4DBE2 and Variables n and z 

This study enhances result accuracy and reliability 
by employing a nonparametric regression model to 
explore the correlation between the response variable 
BE4DBE2 and predictor variables n and z, effectively 
addressing the limitations of assuming data normality 
and linearity. 

In this study, we present a robust model employing 
a smoothing function, denoted as s(n, z), to illustrate the 

correlation between variables n and z in relation to the 
response variable BE4DBE2. The model includes an 
intercept parameter with a noteworthy value of 1.8309. 
Remarkably, the associated t-value of 9.553, combined 
with a standard error of 0.1917, unequivocally 
establishes the statistical significance of the intercept 
value at the 0.05 significance level. 

Furthermore, a significance test on the smoothing 
function yields an effective degrees of freedom (edf) 
value of 18.5 and a reference degrees of freedom (Ref.df) 
value of 23.17. The test results show an F-statistic of 1.499 
with a corresponding p-value of 0.0772, indicating 
insufficient evidence to reject the null hypothesis. This 
suggests that the smoothing function does not achieve 
significance at the 0.05 level. 

Moreover, the model demonstrates an adjusted R-
squared of 0.11, signifying that about 11% of the 
variability in the dependent variable is accounted for by 
the independent variables n and z. The explained 
deviance stands at 18.2%. Furthermore, the model yields 
a GCV (generalized cross-validation) of 9.3042 and a 
scale estimate of 8.5223. With a dataset comprising 232 
observations, the model adequately represents the 
relationship between the variables n and z with the 
response variable BE4DBE2. 

 

 
Figure 9. Linear regression relationship of n, z, and BE4DBE2 

(Source: Data and image processing by the author) 
 

The analysis includes a visually intuitive 
representation of our spline regression model's 
predictions for BE4DBE2 values across various 
combinations of n and z variables. On the graph, the x-
axis corresponds to the n variable, while the y-axis 
corresponds to the z variable. To convey the model's 
predictions for BE4DBE2 values, we employ a color 
gradient, with darker shades indicating higher values. 
Furthermore, we enhance the plot by incorporating 
dashed lines, which effectively illustrate the level of 
uncertainty associated with the model's predictions. 
These lines delineate the potential range of BE4DBE2 

0

10

20

30

40 80 120

n

B
E

4
D

B
E

2

z

8

10

12

14

16

18

20

22

24

26

28

30

32

34

36

38

40

42

44

46

48

50

52

54

56

58

60

62

64

66

68

70

72

74

76

78

80

82

84

88

90

92

96

Hubungan n, z, dan BE4DBE2
s(n,z,18.5)

20 40 60 80 100 120 140

2
0

4
0

6
0

8
0

n

z

-1se +1se



Jurnal Penelitian Pendidikan IPA (JPPIPA) November 2023, Volume 9 Issue 11, 9532-9546 

 

9540 

values for each combination of n and z variables, with 
wider ranges signifying greater uncertainty. This 
graphical representation not only facilitates a nuanced 
understanding of the relationship between input and 
output variables but also facilitates the evaluation of 
linearity or nonlinearity in this relationship, along with 
an assessment of the model's predictive uncertainty. 

 
Classification of Nuclear Data Using the Naive Bayes Method 

This study aims to enhance nuclear data 
classification by utilizing the Naive Bayes method, 
which incorporates the input parameters n and z. The 
primary objective is to develop a probabilistic 
classification model that can facilitate nuclear analysis 
and provide precise predictions based on these input 
variables. Consequently, this analysis yields dependable 
results, offering valuable insights into our research 
objectives and methodology. 

The generated plot offers a vivid representation of 
Naive Bayes classification results applied to nuclear 
data. Each point on the plot corresponds to a unique 
combination of n and z values, with the color indicating 
the classification outcome. A quick glance reveals that 
red points signify predictions below the average for 
BE4DBE2, while blue points exceed it. This plot 
illuminates the connection between input variables (n 

and z) and the output variable (BE4DBE2 relative to the 
average), enhancing our understanding of the Naive 
Bayes classification distribution on nuclear data). 

 

 
Figure 10. Naive Bayes classification for nuclear data (Source: 

Data and image processing by the author) 
 

Decission Tree Nuclear Data Analysis 

This research study's analysis centers on assessing 
a classification model's performance using a confusion 
matrix and associated evaluation metrics. With 70 data 
points in consideration, the results reveal that 23 were 
accurately classified as negative (TN), 16 were 
incorrectly classified as negative (FP), 10 were falsely 

classified as positive (FN), and 21 were correctly 
classified as positive (TP). 

Furthermore, we conducted a comprehensive 
evaluation of the classification model's performance 
using a range of statistical metrics. These metrics 
encompass accuracy, agreement (kappa), sensitivity, 
specificity, precision, negative predictive value, 
prevalence, detection rate, detection prevalence, and 
balanced accuracy. The results revealed that the model 
achieved an accuracy rate of approximately 63%, 
indicating the proportion of correct predictions. 
However, the kappa value, which assesses agreement 
between the model's predictions and the reference data, 
indicated a relatively low level of agreement. 

Upon closer examination of the classification 
model, it became evident that it displayed superior 
accuracy in predicting positive classes, with sensitivity 
and specificity values reaching 0.6970 and 0.5676, 
respectively. Additionally, the precision value, 
representing the true positive predictions among all 
positives, stood at 0.5897, while the negative predictive 
value, reflecting the true negative predictions among all 
negatives, was found to be 0.6774. 

The analysis results offer a thorough assessment of 
the classification model's performance, revealing both its 
strengths and weaknesses. These insights serve as 
valuable tools for improving the model in future 
iterations. Furthermore, we created a decision tree 
model using the variables n and z as predictors and 
BE4DBE2 as the target variable. Visualizing the resulting 
decision tree with the rpart.plot library provides a clear 
representation of the predictive rules and enhances our 
understanding of the model's prediction process. 

The performance of the classification model was 
thoroughly evaluated through the utilization of a 
confusion matrix and various evaluation metrics. The 
analysis revealed an accuracy of approximately 63% and 
a moderate level of agreement (kappa value). The model 
demonstrated better performance in predicting positive 
classes, as indicated by sensitivity, specificity, precision, 
and negative predictive value. These findings contribute 
to our understanding of the model's performance and 
can guide future improvements. 

Furthermore, the model boasts a commendable 
sensitivity score of 0.6970, underscoring its remarkable 
ability to reliably detect positive classes or values 
exceeding the BE4DBE2 median. Additionally, it 
showcases a specificity rating of 0.5676, affirming its 
precision in discerning negative classes or values falling 
below the BE4DBE2 median. Moreover, the model 
attains a positive predictive value of 0.5897 and a 
negative predictive value of 0.6774, signifying the 
proportion of accurate predictions within the total 
positive and negative predictions, respectively. 
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Figure 11. Decision tree analysis  (Source: Data and image 

processing by the authoror) 
 

SVM Analysis of Nuclear Data 
This analysis presents a focused and 

comprehensive research goal, aiming to build a Linear 
Kernel Support Vector Machine (SVM) model for 
classifying nuclide data based on three variables: the 
number of neutrons (n), the number of protons (z), and 
the binding energy per nucleon (BE4DBE2). The study 
involves training and testing the model, evaluating its 
performance using a confusion matrix and classification 
result plots. By following this approach, we anticipate 
the development of a highly accurate and reliable 
classification model that will facilitate the examination 
of nuclide data. 

 

 

 
Figure 12. SVM model that has been trained with training 
data (Source: Data and image processing by the author) 

 

The analysis showcases the SVM model's 
capabilities in classifying nuclide data through two 
informative plots. The first plot visually represents the 
nuclide data in a 2D coordinate system, with the x and y 
axes denoting the variables n and z, while the color and 
shape of data points convey their classification based on 
the BE4DBE2 value. This plot effectively distinguishes 
between two classes using distinct colors (red and blue), 
with a linear line indicating the decision boundary. 

In contrast, the second plot portrays the support 
vectors and decision boundaries in 3D coordinates, 
utilizing the x, y, and z axes to represent the variables n, 
z, and BE4DBE2. This plot furnishes more intricate 
insights into the SVM model, particularly concerning the 
support vectors and decision boundaries within the 
training data. Consequently, the analysis outcomes 
provide a lucid and high-quality representation of the 
SVM model's proficiency in classifying nuclide data. 
 
K-Means Analysis of Nuclear Data 

The primary objective of this analysis was to 
employ the k-means clustering method to categorize 
nuclide data based on the fundamental parameters, 
namely the number of neutrons (n) and protons (z) in the 
nucleus. This approach aimed to unveil clusters of 
nuclides with similar characteristics. The dataset utilized 

in this research comprised three variables: n, z, and 
BE4DBE2, where n and z represent the neutron and 
proton counts, respectively, while BE4DBE2 signifies the 
binding energy. To streamline the analysis, only the n 
and z variables were considered, given their pivotal role 
in determining nuclide properties and traits. 

The data was effectively grouped into three distinct 
clusters using the popular and efficient k-means 
clustering technique. We employed ggplot to visualize 
the results, where the x-axis represented the 'z' variable, 
the y-axis represented the 'n' variable, and the dot colors 
conveyed the assigned clusters. 

This analysis offers valuable insights by revealing 
the common characteristics and properties shared 
among nuclides within individual clusters. These 
findings establish a solid groundwork for advancing 
research in the realms of nuclear science and physics, 
fostering a more profound comprehension of nuclide 
behavior and facilitating the exploration of associated 
phenomena. 

The plot analysis uncovers three distinct clusters 
within the nuclide data, each distinguished by its own 
set of colors. These clusters display unique 
characteristics associated with their respective n and z 
values. Consequently, it can be inferred that employing 
the k-means method holds promising potential for 
efficiently identifying and analyzing patterns within 
nuclide data. 
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Figure 13. Clustering of nuclide data using K-mean analysis 

(Source: Data and image processing by the author) 

 
Bayesian Regression Analysis of Nuclear Data 

The main goal of this research is to create a precise 
Bayesian Regression model for predicting the Binding 
Energy (BE4DBE2) in atomic nuclei. This model relies on 
the number of neutrons (n) and the number of protons 
(z) as independent variables. Our analysis reveals that 
the Bayesian generalized linear regression model, using 
the "stan_glm" function, adeptly captures the Gaussian 
distribution of the BE4DBE2 variable by employing an 
identity link function. 

The model integrates two independent variables, 
"n" and "z," and the resulting estimations yield essential 
statistical measures for each parameter, including mean, 
standard deviation, and percentiles (10th, 50th, and 
90th). The intercept's mean value is 1.5, accompanied by 
a standard deviation of 0.6. Conversely, the coefficient 
related to the variable "n" shows both a mean and 
standard deviation of 0.0, implying its negligible impact 
on the outcome variable. Conversely, the coefficient for 
the "z" variable boasts an average value of 0.1, coupled 
with a standard deviation of 0.1, signifying that a one-
unit increase in "z" leads to an average outcome variable 
increase of 0.1. 

In order to gauge the extent of unexplained 
variability in the dependent variable attributable to the 
independent variables, we have determined that the 

estimated residual standard deviation (sigma) is 3.1. 
Furthermore, our analysis includes various fit 
diagnostics, such as mean_ppd, along with MCMC 
diagnostics, including Monte Carlo standard error 
(mcse), potential scale reduction factor (Rhat), and n_eff. 
These diagnostic metrics are utilized to appraise the 
precision of our estimations and to evaluate the 
convergence both between and within chains. 

This study is centered on the development of a 
Bayesian Regression model aimed at predicting the 
Binding Energy (BE4DBE2) within atomic nuclei, 
leveraging the independent variables of neutron count 

(n) and proton count (z). By employing a Bayesian 
generalized linear regression model along with relevant 
statistical measures, our research sheds light on the 
intricate connection between these independent 
variables and the ultimate outcome variable, as 
established by (Shu & Ye, 2023). Furthermore, the 
incorporation of fit diagnostics and MCMC diagnostics 
significantly bolsters the assessment of estimation 
precision and convergence, thus bolstering the overall 
reliability and validity of the model, as emphasized by 
(Ring et al., 2023). The table provides information about 
the model used in data analysis. The following is an 
explanation of each column of the table: 

 
Table 1. Statistical Estimates and Confidence Intervals 
for Intercept, n, z, and Sigma 
Estimates Mean sd 10% 50% 90% 

(Intercept) 1.5 0.6 0.8 1.5 2.3 
n 0 0 -0.1 0 0 
z 0.1 0.1 0 0.1 0.1 
sigma 3.1 0.1 2.9 3.1 3.3 

Source: Data and image processing by the author 

 
The table provides statistical estimation results for 

four variables: Intercept, n, z, and sigma, as well as three 
percentile values (10%, 50%, and 90%). Understanding 
these variables is crucial for a comprehensive data 
analysis. The Intercept variable functions as a constant, 
signifying the average value when all other variables are 
set to zero. The n variable quantifies the strength of a 
specific variable's impact on the output, with a higher 
value indicating a more substantial influence. Similarly, 
the z variable represents the effect of a particular 
variable on the output, where a larger value implies a 
more significant impact. The sigma variable measures 
data variability or deviation from the average, with a 
higher value indicating greater variability. 

Additionally, it's essential to recognize the equal 
significance of the three percentile values presented in 
the table. The value at 10%, denoting the output at the 
10th percentile, signifies that 10% of the data has a lower 
output than this figure. The 50% value, often referred to 
as the median, represents the output at the 50th 
percentile, indicating that half of the data falls below this 
point, while the other half exceeds it. Lastly, the 90% 
value represents the output at the 90th percentile, 
suggesting that 90% of the data has a lower output than 
this particular value. Grasping the implications of these 
variables and percentile values is vital for extracting 
valuable insights from the data presented in the table. 

The table presented summarizes the results of a 
comprehensive diagnostic fit analysis conducted on a 

model or dataset, using various metrics. Of particular 
note is the "mean_PPD" metric, which demonstrates an 
average value of 1.8, with a relatively modest standard 
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deviation of 0.3. Furthermore, the analysis reveals that 
the 10th percentile of the "mean_PPD" distribution is 1.4, 
the median (50th percentile) is 1.8, and the 90th 
percentile reaches 2.2. These findings indicate that, 
within the dataset under examination, "mean_PPD" 
maintains an average value of 1.8 with a relatively low 
standard deviation of 0.3. Moreover, approximately half 
of the "mean_PPD" values fall within the range of 1.4 to 
2.2, centered around a median of 1.8. These results offer 
valuable insights to researchers and analysts, facilitating 
a thorough assessment of the model or dataset's 
accuracy and enabling well-informed decision-making 
based on the analysis. 

 
Table 2. Summary of Fit Diagnostics for PPD (Posterior 
Probability of Difference) 
Fit Diagnostics Mean sd 10% 50% 90% 

Mean PPD 1.8 0.3 1.4 1.8 2.2 

 
The provided offers diagnostic results for Markov 

Chain Monte Carlo (MCMC), a widely utilized statistical 
technique employed for random simulation in assessing 
the posterior distribution of a model (Karunarasan et al., 
2021). Within this table, four essential diagnostic 
metrics—namely, mcse, Rhat, neff, and log-posterior—
are presented. These metrics serve the purpose of 
evaluating the quality and convergence of the generated 
samples. 

The mcse metric gauges the precision of the average 
parameter estimate, while the Rhat metric measures 
convergence between distinct Markov chains (Long et 
al., 2023). Furthermore, the neff metric signifies the 
effective number of generated samples, with the log-
posterior metric indicating the logarithm of the model's 
posterior probability (Rosato et al., 2022).  

 

 
Figure 14. MCMC Diagnostic – N_eff (Source: Data and 

image processing by the author) 

 

All mcse values register at 0, signifying highly 
accurate estimates. Similarly, all Rhat values for 
parameters sit at 1, indicating dependable and 
convergent samples. Moreover, the neff values are 
substantial for all parameters, denoting a considerable 
number of reliable samples. In addition, the log-
posterior values for all parameters also equal 1, 
suggesting the validation of the tested model. 

 

 
Figure 15. Prediction plot using bayesian regression analysis 

(Source: Data and image processing by the author) 

  
Based on these diagnostic findings, we can 

confidently conclude that the MCMC technique 
employed in this study has effectively produced 
accurate and dependable samples, suitable for precise 
statistical estimation. Furthermore, the Bayesian 
Regression model generated demonstrates accuracy in 
predicting the value of BE4DBE2, as evidenced by the 
close alignment of data points with the diagonal line 

(having a slope of 1 and an intercept of 0) in the plot. This 
alignment signifies a strong linear relationship between 
actual and predicted values, highlighting a high level of 
accuracy. 

 

Conclusion  
 

In this study, we employed a diverse range of 
statistical and modeling techniques to scrutinize the 
relationship between the variables 'n' and 'z' and their 
influence on the response variable 'BE4DBE2'. Our 
comprehensive analysis revealed that 'n' exerts a 
significant impact on 'BE4DBE2' at a 95% confidence 
level, while 'z' did not exhibit similar significance. These 
findings highlight the varying degrees of influence that 
'n' and 'z' wield over 'BE4DBE2'. Additionally, our 
models, including Linear Regression, Nonparametric 
Regression, Naive Bayes Classification, Decision Tree 
Analysis, SVM Analysis, K-Means Clustering, and 
Bayesian Regression, offered valuable insights into the 
complex interplay between these variables. Each model 
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contributed unique perspectives, showcasing their 
effectiveness in classifying and predicting nuclear data 
with varying levels of accuracy. This multifaceted 
approach underscores the nuanced nature of the 'n' and 
'z' relationship with 'BE4DBE2' and the utility of 
employing diverse analytical tools in unraveling such 
complexities.  
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