Optimizing Learning Pathway in Human Capital Development Programs with BERT Transformer
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Abstract: This study presents a novel approach to assist learning analysts in identifying suitable learning pathways based on historical training data through the utilization of text mining techniques. The dataset utilized in this research comprises training data from the year 2021 and the Course Development Management Program (CDMP) catalogue. The BERT ‘bert-base-nli-mean-tokens’ model is employed for encoding purposes. By comparing the training data names from 2021 with the CDMP catalogue using cosine similarity and dot score, valuable insights are obtained. The findings indicate that cosine similarity is a more effective measure for interpreting the data, thereby simplifying the process for learning analysts and managers in identifying appropriate learning paths for their employees. This research provides a practical solution that leverages text mining techniques to optimize the analysis and decision-making processes in learning and development domains, enabling organizations to enhance the effectiveness and efficiency of their training programs.
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Introduction

Strategic human resources (HR) are critical to achieving an organization’s overall goals and have a functional approach that is excellent for implementing development initiatives (Valmohammadi & Shahrashoob, 2022). In modern business, employees, competence, and professionalism are important factors in economic and financial activities (Bazyliuk et al., 2023). Employee retention is an important strategy for HR managers (Samuel & Chipunza, 2009). There is much evidence that employee retention is important for managers to address the increasing levels and costs of employee turnover (Aman-Ullah et al., 2022; Zayed et al., 2022). For example, factors of influence employee retention, including wage, payment length, employment agreement, labor market mobility, and participation in significant building projects (Le et al., 2023). As a result, one of a company’s primary responsibilities is to assist and continuously improve its employees’ capabilities, developing talents and abilities that enable individuals to swiftly adapt to new technology and the complex challenges of the modern marketplace (Bazyliuk et al., 2023), which falls under employee job satisfaction (Manuere, 2018).

Human resource management in an organization has changed dramatically in recent years. Considering the vital link between organization management strategy and human resource management has resulted in a major tendency for human resource managers to take a strategic approach (Arumprasad et al., 2023). Strategic Human Resource Management (SHRM) underlines the evolution of the HRM position from restrictive, receptive, and administrative to one that is illustrative, active, and executive (Fahim, 2018).

According to Sahoo (2011), the notion of SHRM is connected to the incorporation of HR operations with the company’s concept for enterprise (Fahim, 2018). The attraction of high-quality employees from a managerial perspective, has become more important than ever.
before (Holtom et al., 2008). Employee attraction refers to the positive feelings and perceptions that an employee has about their job, leadership, compensation, and workplace (Togia et al., 2004). For example, essential elements such as age, education, surroundings, workplace, salary level, training and development, and employee recognition have an impact on employee job satisfaction (Bodur, 2002). Polls on demographics, practice patterns, job satisfaction, and career intentions of endocrinologists in Poland show that work on human resource planning and management needs to be improved, because based on the results, the average working week is 45 hours, and they administrate an average of 100 patients (Zgliczyński & Skowron, 2023).

Company X has conducted a lot of training and development as well as training program documentation since 2017. As the business needs of Company X have evolved, this data needs to be updated to obtain information on the training programs that have been implemented. Based on the data held by Company X, the data does not yet have a learning path to show the results or areas supported by the training program. As a result, HR managers must compare text similarities between the implementation program and the learning path to examine training programs that match the program with a proper learning path.

A series of changes that have occurred, such as globalization, an increase in knowledge work, the acceleration of technological progress, and increased competition, make it important for institutions to have superior and competitive human resources for organizational success (Kankaew et al., 2023; Li, 2023). Employers must grasp newly discovered fields in the workplace and need certain competences from employees, including a combination of technical and non-technical skills (Ternikov, 2022). The vast amount of training data collected by Company X has made connecting the right learning path to the programs that have been executed problematic. Additionally, this has made it difficult for human resource managers to analyze the suitability between training and which learning pathway is supported in achieving employee development. Therefore, to solve this problem, researchers suggest using the concept of big data to facilitate human resource management in analyzing which learning pathway is suitable for the training program.

Text mining (TM) is a way of converting unstructured data into structured information by evaluating different manuscripts such as networking platforms postings and emails, dealing with bilingual text and comparable terms in networking platforms, and acknowledging the existence of many topics in a single phrase (Chowdhary, 2020; Puri et al., 2023). TM has proven to be a powerful tool in health research, especially when combined with natural language processing (NLP) (Jensen et al., 2012). The research conducted by Islam et al. (2008) used corpus-based semantic similarity assessment of words and a normalized and updated Longest Common Subsequence (LCS) matching of strings approach to estimate text similarity. The findings demonstrated that the suggested strategy outperformed previous methods in calculating text similarity. Unlike the research by Islam et al. (2008), the researcher will use BERT base in their study to convert text into vectors, and then similarity will be calculated using cosine and distance similarity. The convergence becomes more self-adaptive due to the cosine similarity. The adjusted environment selection maximises the value of previous generation vectors while introducing unpredictability into the following iteration (Zhang et al., 2023).

This research applies Text Mining to determine the appropriate learning pathways for employee training history programs and analyze the suitability between the history program and learning pathways catalogue. Text mining utilization benefits managers as they can analyze the suitability between the employee training programs conducted and the learning paths available in the catalogue. This analysis also assists them in ensuring that the training programs conducted are genuinely in line with the needs and help in employees' career development. In addition, in the future, this can also help improve efficiency in planning and implementing employee training programs.

Method

A schematic diagram of the analytics process used in this study is presented in Figure 1.

Data Gathering

The first step is to collect training data and the Course Development Management Playbook (CDMP) catalogue. The training data comprises of programs offered by employees of Company X in 2021, whilst the CDMP catalogue data maps the company's existing learning paths. The researcher can receive this data from participants who submit training plans to the learning analyzer. The training data obtained includes all training programs that employees participated in during 2021, and there were about 154 programs implemented. In addition, there is also CDMP training catalogue data consisting of 651 CDMP data along with the Learning Pathway from the available course catalogue. In this study, this data will be used as a source to analyze the suitability of the programs that have been implemented with the appropriate learning pathway.
Data Preprocessing

This process includes data cleaning, format conversion, and data preparation for encoding. The steps performed in pre-processing include removing punctuation and stopwords and converting all letters to lowercase in each word in the data. This is done to facilitate the next step of encoding and data analysis.

Encoding

The model used to perform encoding on the training data is the Bidirectional Encoder Representations from Transformer (BERT) Base or 'bert-base-nli-mean-tokens'. The selected BERT is a type that can perform bidirectional language processing and obtain representations of the entire text (Ullah et al., 2022). Bert-base-nli-mean-tokens is a BERT-based model that pools mean-tokens to generate sentence embeddings and has achieved a 77.12 performance on the STS benchmark dataset, making it suitable for various NLP tasks due to its ability to capture complex relationships between words and sentences (Conneau et al., 2017). The work by Roman et al. (2021) employed word embedding algorithms such as GloVe, InferSent, and BERT to categorize citation contexts on the Citation Context Dataset, which had 10 million entries. The results indicated that the BERT approach had the highest accuracy of 89% of all examined methods. In other words, BERT has been shown to be more accurate than other word embedding approaches such as GloVe and InferSent for categorizing citation contexts with the purpose of citation.

There is evidence that pre-training language models are effective in improving various natural language processing tasks (Conneau et al., 2017; Devlin et al., 2019; Peters et al., 2018; Vaswani et al., 2017). Natural language inference (NLI), for example, is part of these tasks. NLI is an appropriate testing ground for theories of semantic representation, and it may generate rich and wide domain semantic representations with the addition of a large-scale and realistic corpus of phrase pairs tagged for entailment, contradiction, and independence (Bowman et al., 2015).

Figure 2 shows the schema applied to find similarities between the two sentences used in this study. After encoding data into numerical representations, the following step is to compute the text similarity. Algorithms such as cosine similarity and dot distance are used to determine the level of similarity between different training data. Using these algorithms, we can determine the level of similarity between documents or sentences for further analysis.

Text Similarity Calculation

Cosine similarity computes the similarity between two vectors in an n-dimensional space by calculating cosine of the angle formed by the two vectors (Gidaris & Komodakis, 2018). In the context of text analysis, the similarity is measured using cosine similarity between two texts represented as vectors (Sun et al., 2013) using
models such as BERT. The cosine similarity function is defined as:

\[
\text{Cosine similarity} (A, B) = \frac{A \cdot B}{||A|| \cdot ||B||}
\] (1)

In the Equation 1, A and B are vectors that represent two texts, where dot_product (A \cdot B) is the dot product of A and B, and norm(A) and norm(B) are the norms of vectors A and B. The greater the cosine similarity score, the more similar the two sentences are. The cosine similarity value is between -1 and 1, with 1 signifying perfect resemblance between the two vectors.

Dot distance, also known as dot product, is a similarity calculation method that measures how far two vectors are in the same direction in a vector space (Qin et al., 2021). If the first vector is represented as \( A = [a_1, a_2, ..., a_n] \) and the second vector is represented as \( B = [b_1, b_2, ..., b_n] \), then the dot distance is calculated as:

\[
\text{Dot distance} (A \cdot B) = a_1 \cdot b_1 + a_2 \cdot b_2 + a_3 \cdot b_3 + \cdots + a_n \cdot b_n
\] (2)

After the text similarity calculation, the next step is to translate and analyze the results to determine conclusions and recommendations for follow-up actions. In this stage, the results of text similarity calculation can provide information about the similarities or differences between different training data.

**Result and Discussion**

Table 1 is a sample of training history that has been conducted in 2021. There are several attributes used, namely training_name, training_objid, CFU/FU, category, type of training, training_location, provider, academy_event, and location. The "training_name" attribute is the name or title of the training held. "Training_objid" is a unique identification number for each training. "CFU/FU" is the unit of training participants. "Category" is the training category, which can include the type of exercise. The "type" attribute describes the type of training, such as online training or face-to-face training. "Training_location" indicates the physical location of the training, whether it is conducted inside or outside the office building. The "provider" attribute is the training organizer, such as the company that holds the training or the training vendor that collaborates with the company. "Academy_event" describes the sub-unit that runs the training. Finally, the "location" attribute is the physical location of the training organizer or training vendor. This table is very useful for companies to monitor and manage training programs for employees.

<table>
<thead>
<tr>
<th>Training Name</th>
<th>Training Objid</th>
<th>CFU/FU</th>
<th>Category</th>
<th>Type</th>
<th>Training Location</th>
<th>Provider</th>
<th>Academy Event</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swift Advanced</td>
<td>8011XXXX</td>
<td>DB</td>
<td>LAT</td>
<td>E-learning</td>
<td>BDO</td>
<td>LA3</td>
<td>DSP</td>
<td>Online</td>
</tr>
<tr>
<td>Business Management AWS Cloud</td>
<td>8011XXXX</td>
<td>DB</td>
<td>LAT</td>
<td>E-learning</td>
<td>BDO</td>
<td>LA3</td>
<td>DSP</td>
<td>Online</td>
</tr>
<tr>
<td>Practitioner Essentials</td>
<td></td>
<td></td>
<td></td>
<td>Virtual</td>
<td>BDO</td>
<td>LA3</td>
<td>NITS</td>
<td>Online</td>
</tr>
<tr>
<td>Digital Product Management</td>
<td>8011XXXX</td>
<td>DB</td>
<td>LAT</td>
<td>E-learning</td>
<td>BDO</td>
<td>LA3</td>
<td>DSP</td>
<td>Online</td>
</tr>
<tr>
<td>Head of Data</td>
<td>8011XXXX</td>
<td>DB</td>
<td>LAT</td>
<td>Virtual</td>
<td>BDO</td>
<td>LA7</td>
<td>DSP</td>
<td>Online</td>
</tr>
</tbody>
</table>

**Table 2. Sample of Course Development Management Playbook (CDMP)**

<table>
<thead>
<tr>
<th>School</th>
<th>Lp Code</th>
<th>Data Science</th>
<th>Slp Code</th>
<th>Sub Learning Pathway</th>
<th>Sslp Code</th>
<th>Sub Learning Pathway</th>
<th>Course Code</th>
<th>Course Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>SoDPS</td>
<td>DPS.1</td>
<td>Data Science</td>
<td>DPS.1.1</td>
<td>Math &amp; Statistics</td>
<td>DPS.1.1.A</td>
<td>Mathematics</td>
<td>DPS.1.1.A.1</td>
<td>Introduction to Discrete Mathematics for Computer Science Specialization</td>
</tr>
<tr>
<td>SoDPS</td>
<td>DPS.1</td>
<td>Data Science</td>
<td>DPS.1.1</td>
<td>Math &amp; Statistics</td>
<td>DPS.1.1.A</td>
<td>Mathematics</td>
<td>DPS.1.1.A.3</td>
<td>Mathematics for Data Science Specialization</td>
</tr>
<tr>
<td>SoDPS</td>
<td>DPS.1</td>
<td>Data Science</td>
<td>DPS.1.1</td>
<td>Math &amp; Statistics</td>
<td>DPS.1.1.B</td>
<td>Statistics</td>
<td>DPS.1.1.B.1</td>
<td>Statistics and Probability</td>
</tr>
</tbody>
</table>
Table 2 is a sample catalogue of CDMP training. There are several attributes used, namely school, lp code, learning pathway, slp code, sub learning pathway, sslp code, sub-sub learning pathway, course code, and course name. The table contains data about a list of subjects (school) and learning pathways (learning pathway) in an educational institution or organization. Each learning pathway consists of three levels: learning pathway, sub-learning pathway, and sub-sub learning pathway. Each level has a unique code for identification (lp_code, slp_code, and sslp_code). In addition, this table also includes data on the subjects (course) contained in each sub-sub learning pathway. Each subject also has a unique code (course_code) and subject name (course_name). This table can help education or organization managers in preparing the right learning pathways and providing the necessary information for students or employees to choose subjects that suit their needs.

In this research, the BERT model (bert-base-nli-mean-tokens) was used to tokenize the data during the pre-processing stage. Tokenization was performed on the training program history data and the course name catalogue data so that the data could be processed and analysed more effectively using algorithms such as cosine similarity and dot distance in determining the level of similarity between different training data. Table 3 shows the calculation of text similarity using cosine similarity, which provides results that are easier to understand compared to the calculation of text similarity using dot score in Table 4. This is because cosine similarity has a range of values from 0 to 1 that can be easily interpreted as the level of similarity which increases as it approaches 1, whereas in dot score, the greater the resulting value, the more similar the texts are, making clear interpretation more difficult.

According to Table 3, a number close to 0 indicates a low degree of similarity between the training title and the CDMP catalogue, whereas a value close to 1 suggests a high or identical level of similarity between the training title and the CDMP catalogue. For example, the training program "Swift Advance" has a cosine similarity value of 0.1809756 when compared to "Introduction to Discrete Mathematics for Computer Science Specialization". This indicates that the similarity between the two training programs is not sufficient, and therefore "Swift Advance" cannot be considered a continuation of "Introduction to Discrete Mathematics for Computer Science Specialization". However, since dot score is difficult to interpret clearly, cosine similarity calculations are more recommended for determining the level of similarity between different training data.

Table 3 shows the calculation of text approximation using dot score, which indicates that "Swift Advance" has a value of 0.521927 when compared to "Introduction to Discrete Mathematics for Computer Science Specialization". This display makes it easier for users to understand the relationship between training programs and learning paths and to determine the most suitable learning path for a particular training program. Additionally, cosine similarity calculations can be used to identify training programs that have similar topics with other training programs, enabling users to group training programs into more specific and relevant categories. This can help make better decisions in planning and developing training programs.

### Table 3. Sample Text Similarity Calculation Using Cosine Similarity

<table>
<thead>
<tr>
<th>Training Title</th>
<th>Swift advanced</th>
<th>Business management</th>
<th>Aws cloud practitioner essentials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction discrete mathematics computer science specialization</td>
<td>0.1809757</td>
<td>0.3604596</td>
<td>0.4013383</td>
</tr>
<tr>
<td>Mathematics machine learning specialization</td>
<td>0.1990268</td>
<td>0.3868091</td>
<td>0.370091</td>
</tr>
<tr>
<td>Mathematics data science specialization</td>
<td>0.2264968</td>
<td>0.365726</td>
<td>0.417759</td>
</tr>
<tr>
<td>Statistics probability</td>
<td>0.442252</td>
<td>0.34871</td>
<td>0.4674507</td>
</tr>
<tr>
<td>Business statistics analysis specialization</td>
<td>0.2242318</td>
<td>0.7547472</td>
<td>0.4283131</td>
</tr>
</tbody>
</table>

### Table 3. Sample Text Similarity Calculation Using Dot Score

<table>
<thead>
<tr>
<th>Training Title</th>
<th>Swift advanced</th>
<th>Business management</th>
<th>Aws cloud practitioner essentials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction discrete mathematics computer science specialization</td>
<td>50.521927</td>
<td>99.80604</td>
<td>105.87479</td>
</tr>
<tr>
<td>Mathematics machine learning specialization</td>
<td>57.232674</td>
<td>110.32384</td>
<td>100.56867</td>
</tr>
<tr>
<td>Mathematics data science specialization</td>
<td>64.51117</td>
<td>103.31636</td>
<td>112.43996</td>
</tr>
<tr>
<td>Statistics probability</td>
<td>126.36042</td>
<td>98.80206</td>
<td>126.21146</td>
</tr>
<tr>
<td>Business statistics analysis specialization</td>
<td>62.637527</td>
<td>209.11218</td>
<td>113.06308</td>
</tr>
</tbody>
</table>
The authors investigated the use of BERT Transformer 'bert-base-nli-mean-tokens' to determine suitable learning paths for implemented programs using a platform developed by the authors. According to the findings of this study, the learning platform as in Figure 3 can facilitate learning analysts in analyzing appropriate learning types efficiently. However, a limitation of the modeling results is that after creating the platform for learning analysts, further analysis is needed based on program names and corresponding learning types. Additionally, the researchers agreed that using cosine similarity calculations made it easier to identify similarities between the text of implemented programs and learning paths.

**Conclusion**

Based on these results, the study concludes that text mining techniques, particularly BERT Transformer encoding and similarity testing, can help find the right learning paths for employee training programs. This technique also simplifies the process for learning analysts and managers to identify the appropriate learning paths for their employees. Furthermore, data visualization tools such as Tableau can assist in presenting the data in a more user-friendly manner. The study recommends that future research explore the application of other text mining techniques or different encoding models to improve the accuracy of the results. Additionally, the analysis results also provide insights and new knowledge about employees' learning preferences and needs, which can be used as a basis for evaluating and planning training programs in the future.
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