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Abstract: Research to measure students' Critical Thinking Skills has been widely carried 
out in Indonesia. However, the development of Critical Thinking Skill measuring tools 
in Ecology using CBT is still limited. This study is part of research and development to 
develop a good instrument product for measuring students' Critical Thinking Skills. The 
question preparation format uses a two tier multiple-choice form. This study aims to 
prove the content validity of the Critical Thinking Skill instrument in Ecology Subject for 
Senior High School. Scale using Likert model and multiple-choice model with content 
validity coefficient based on expert assessments with Aiken’s formula. There are three 
experts who assess the items' relevancy, construction, and clarity using indicators of both 
scale formats. The results of the expert assessments are then used to calculate the 
coefficient of the validity with Aiken formula. The results showed that the content 
validity coefficient based on expert assessment on Likert format with Aiken formula is at 
0.75-1.00 for each, while using the Aiken formula.  
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Introduction  
 

Currently, 21st century skills integrated with 
information and communication technology (ICT) have 
become a global competency goal (Istiyono et al., 2020). 
Furthermore, Hidayah et al. (2020) stated that in the 21st 
century, all professions think that Critical Thinking 
Skills are very important to develop. Therefore, 
educational practitioners are now trying to develop 
students' Critical Thinking Skills to prepare their 
graduates to face 21st century competition. Based on the 
facts above, what exactly are Critical Thinking Skills? 
Ennis (n.d.) defines Critical Thinking Skill as a thinking 
skill to compare two or more pieces of information. 
Critical thinkers are considered to be able to conclude a 
problem with full consideration and can re-evaluate the 
decisions that have been taken. Apart from that, critical 
thinking is used in the basic process of thinking to 

analyze opinions and provide ideas based on logical 
reasoning. 

In line with Ennis, Kennedy et al. (2013) mentions 
several Critical Thinking Skills, namely: recognizing 
problems; finding ways that can be used to solve 
problems; collect and compile the necessary 
information; understand and use appropriate language, 
analyze data, assess facts, and evaluate statements; 
recognize logical relationships between problems; draw 
necessary conclusions and equations; examine 
similarities and conclusions. 

Critical thinking skills cannot be directly possessed 
by students but are obtained through practice. Science 
learning requires educators to generate questions that 
challenge students' ideas, knowledge and assumptions 
to connect information and build understanding to help 
students engage in higher level thinking and learning 
(Gillies et al., 2012). Assessment tools as a tool for 
measuring student learning success need to support 
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aspects of measuring critical thinking skills. The Critical 
Thinking Skill-based assessment process in 
implementing science learning has not yet emerged, 
while the critical thinking learning process in schools in 
Aceh is still very low (Ritonga et al., 2020). The test 
instrument does not contain questions that support 
critical thinking skills. 

Critical thinking skills are the main and first thing 

that must be considered in learning in the era of 
industrial revolution 4.0, as in the learning framework 
developed by the Partnership for 21st Century Learning 
(Saleh, 2019). Although critical thinking is often referred 
to as the most important element in science learning, in 
reality critical thinking assessment is an area that is often 
neglected (Mundilarto, 2002). In fact, this assessment is 
very necessary to find out whether students have 
sufficient biological critical thinking skills and what 
treatment should be given (Elliot et al., 2019). One of the 
reasons why critical thinking assessment in science 
learning is often neglected is the lack of available tests 
that specifically measure critical thinking skills in 
biology. Problems like this have actually been frequently 
complained about by several researchers (Istiyono et al., 
2014). This means that the development of standardized 
critical thinking tests must be adapted to existing needs 
(biology) so that similar problems do not always recur. 

Another problem that arises is the test format which 
is less appropriate in measuring critical thinking skills 
and accommodating material coverage. The forms of 
tests that are often used are essays and multiple choice. 
Essays are the most comprehensive form of tests (Khan, 
2017). However, it has many weaknesses, such as limited 
measurement of high-level thinking, more time-
consuming and expensive, high subjectivity, and 
difficult to determine its validity and reliability 
(Shaaban, 2014). Meanwhile, multiple choice has many 
advantages, such as being easy to apply in large classes, 
a high level of objectivity, broad material coverage, and 
can be corrected easily (Johnson et al., 2014). The 
weakness of multiple choice is that it is less 
comprehensive and students' thinking processes cannot 
be seen clearly (Istiyono, 2014). Based on these 
advantages and disadvantages, an appropriate form of 
test must be determined by considering validity, 
reliability and completeness. The solution to this 
problem is by implementing a two-level multiple choice 
test (Winarti et al., 2017). This format consists of several 
answer choices and several reason choices, so it will 
require students to think in determining reasons that 
match their answer choices (Istiyono et al., 2019). 

This is in accordance with what was stated in Ennis 
(1985) that to measure students' Critical Thinking Skills, 
both at the individual and group level, effective 
assessment techniques are needed. There are several 
assessment techniques that can be used to measure 

Critical Thinking Skills. Ennis (2011) believes that 
modified tests in the form of reasoned multiple choice 
tests are believed to be effective in measuring students' 
Critical Thinking Skills. 

The reasoned multiple choice test (two-tier multiple 
choice) is an alternative test as a measuring tool that 
comprehensively covers science learning (Winarti et al., 
2017). Cullinane et al. (2011) show that there is a 

modified multiple choice test, namely two-tier multiple-
choice by including reasons at the second level of the 
answer which can be used to measure critical thinking 
abilities. Reasoned multiple choice tests require reasons 
that match the answer choices (Putri et al., 2016). A 
reasoned multiple choice test will effectively and fairly 
be able to carry out a more accurate assessment of 
science learning. Ennis (1993) also recommends a 
reasoned multiple choice test (two-tier multiple-choices) 
as a way to measure students' critical thinking skills. 
This type of test is considered to provide more sources 
of information about students' abilities. Syaifuddin et al. 
(2022) revealed that the first level answer choices in the 
two-tier assess students' descriptive or factual 
knowledge about phenomena. At the second level, 
analyze students' reasons for choosing their options at 
the first level. 

Paying attention to the root of the problem, it is 
necessary to think how to solve it. Moreover, the 
application of the curriculum in higher education 
focuses on 21st century skills that often called the 4C 
skills integrated to critical thinking, creative thinking, 
communication, and collaborative. We offer a solution 
by developing assessment tool that can measure 
student’s critical thinking skill. This assessment is 
expected to improve the critical thinking skill of the 
student. The student reasoning ability will be directed to 
produce arguments based on their concept 
understanding in Ecology lesson. 

After developing the assessment, we need to prove 
whether the asssessment tool has been optimally 
constructed to evaluate the quality of the assessment. 
The most important consideration in evaluating the 
quality ofv the test as a measurements tools is validity. 
Messick defines validity as “an integrated evaluative 
judgement of the degree to which empirical evidence 
and theoritical rationales support the adequacy and 
appropriateness of interpretations and actions based on 
test scores or other modes of assessment” (Stanley et al., 
2009). From the interviews with practitioners in the 
educational fields, some practitioners question the 
validity of the questionnaire with Likert model in 
multiple choice models. Each practitioner has its own 
reasonable arguments. The Likert questionnaire model 
is easy to make and easy to read by the respondents, but 
the data obtained contain desirability bias. The multiple-
choice questionnaire model is difficult to make and the 
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respondents need time to read, but more valid data can 
be obtained from it. Related to this problem, this study 
describes the proof of the content validity from the 
questionnaire in Likert and multiple-choice model with 
stratified scoring.  

There are various opinions on the validity of the 
instruments used for the measurement, both in 
education and psychology. According to American 

Educational Research Association (AERA), American 
Psychological Association (APA), and the National 
Council on Measurement in Education (NCME) in the 
Standards for Educational and Psychological Testing, 
validity refers to the degree of facts and theories that 
support the interpretation of instrument scoring, and the 
most important consideration in the development of an 
instrument (1999). Other experts point out that the 
validity of a measuring instrument is to what extent the 
measuring instrument able to measure what should be 
measured (Allen et al., 2001; Nunnally, 1978; Smith, 
2005).  

Meanwhile, Linn et al. (1995) explain that validity 
refers to the adequacy and interpretation 
appropriateness made of assessment, related to a 
specific use. This opinion is reinforced by Messick (1989) 
who writes that validity is an integrated evaluative 
policy concerning what extent of empirical facts and 
theoretical reasons support the adequacy and 
appropriateness of inferences and actions based on test 
scores or scores of an instrument. Based on those 
opinions, it can be concluded that validity will show 
supports to empirical facts and theoretical reasons for 
the interpretation of test scores or score of an instrument, 
and it is associated with the measurement precision.  

There are three types of validity, namely: (1) 
criterion validity (criterion-related validity), (2) content 
validity, and (3) construct validity (Allen et al., 2001; 
Nunnally, 1978; Pozo-Muñoz et al., 2000; Sandoval et al., 
2000). This can be known through validity existence 
facts. The validity existence of an instrument can be 
identified through content analysis and empirical 
analysis from instrument score of item response data 
(Lissitz et al., 2007b).  

The criteria of validity are divided into two, namely 
the predictive validity and con- current validity. 
Fernandes (1984) writes that the validity based on 
criteria is intended to answer the question about the 
extent to which an instrument can predict the 
participants’ ability in the future (predictive validity) or 
estimate the ability of other measuring devices in almost 
the same deadline (concurrent validity). A similar 
opinion is also expressed by Wright et al. (1996) who 
says that the instrument is said to have predictive 
validity if it is able to predict capability in the future. In 
the analysis of the predictive validity, performances to 
be predicted are called criteria. The size of the estimated 

predictive validity value of an instrument is described 
by the correlation coefficient between the predictors of 
those criteria.  

The content validity of an instrument is the extent 
to which the items in the instrument represents the 
components in the over- all area of the contents of the 
object to be measured and the extent to which the items 
reflects behavioral traits that will be measured 

(Nunnally, 1978; Retnawati, 2016). Meanwhile, 
Lawrence (1994) explains that content validity is the 
questionable representation of special abilities that must 
be measured. Based on this opinion, it can be concluded 
that the content validity is related to the rational analysis 
of the domain to be measured to determine the 
representation of the instrument with the ability to be 
measured. Construct validity is the validity which 
shows to what extent the instruments reveal the ability 
or particular theoretical construct to be measured 
(Nunnally, 1978; Retnawati, 2016). A construct 
validation procedure starts from an identification and 
restriction regard- ing the variables to be measured and 
is expressed in terms of a logical construct based on the 
theory of those variables. From this theory, a practical 
consequence of the results of measurements on certain 
conditions is drawn, and this consequence will be tested. 
If the result is in line with expectations, the instrument 
is considered to have good construct validity.  

Validity is an indispensable term required in an 
instrument’s development. According to Sireci 
supported by Lissitz et al. (2007a), the validation of 
instruments used in education should involve the 
content analysis and empirical analysis of the scores 
obtained from the instrument and the respondents’ 
response to the items. Content analysis of an instrument 
is associated with content analysis that later, also needs 
an empirical analysis to prove the construct validity. 
Both of these analyses are intended to make instruments 
in the world of education qualified as a standard 
measurement instrument.  
  

Method  
 

Before writing a test script, there are certain 

conditions that need to be considered. Yanto et al. (2019) 
explains that the quality of the questions is largely 
determined by the material, construct and language 
aspects. Each aspect is described in a grid for writing 
questions which is also used as an instrument for 
assessing the suitability of the test. Based on the 
instrument and question bank grid, the question script is 
then written. An example of a question item that was 
developed can be seen in the following image. 
 



Jurnal Penelitian Pendidikan IPA (JPPIPA) June 2024, Volume 10, Issue 6, 3533-3540  
 

3536 

 
Figure 1. Examples of critical thinking question 

 

Validation of questions by experts is an important 
stage in developing evaluation instruments. In this 
research, question validation was carried out by material 
experts and media experts to assess the suitability of the 

product. This stage involves an evaluation and revision 
process based on input from experts. After that, the test 
instrument that has been validated by experts is then 
carried out empirical validation, namely testing it on 
students to determine the validity of the test items. 
  
Table 1. Criteria for Measuring Content Validity 
Construction Relevance Clarity 

1 = poor 1 = not relevant 1 = not clear 
2 = fair 2 = item need revision 2 = item need 

revision 
3 = average 3 = item need some 

revision 
3 = item need some 

revision 
4 = good 4 = item relevant but 

need minor revision 
4 = clear but need 

minor revision 
5 = very good 5 = very relevant 5 = very clear 

Note: the criteria for measuring content validity based on 
(Pada et al., 2015) 

 
In the context of this research, validation of 

questions by experts was carried out to ensure that the 
questions presented in the evaluation instrument were 
of good quality and relevant to the material being tested. 
Data collection was carried out using a Likert type 
assessment scale validation sheet to measure aspects of 
each item in the content requested by the Expert. Each 
Expert is given a Validation Sheet containing 40 
Questions and 3 Aspects which are assessed based on 
construction, relevance and clarity for each test item on 
a five-point scale as in the following table (Table I).

 
Table 2. Validation form by Experts 

 
Item 

Aspects Assessed 

Construction Relevance Clarity 

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 

Question 1                
Question 2                
Question 3                
Question 4                 
Question 5                
Question 6                
Question 7                
Question 8                
… 
Question 40 

               

Total Score                
Percentage (%)                

Instructions: Please read each element and its 
benchmarks. Assess the extent of the construction of 
these elements using the assessment scale provided. Be 
sure to provide one assessment from the checklist for 
each element. 

To see consistency between validators, the content 
validity index is calculated using the content validity 
index to ensure whether the content of the questions is 
appropriate and relevant to the objectives of the research 

itself or not. Content validation can be seen from the test 
grid. The instrument feasibility validation sheet uses 5 
interval scales and validation data analysis uses V 
Aiken. Data analysis is carried out by: Tabulating 
validation results by experts and calculating the content 
validity coefficient using the V Aiken as shown by 
Formula 1 (Aiken, 1987). 
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𝑉 =
Σ𝑠

𝑛(𝑐−1)
    (1) 

 
Note: 
S : r-lo 
V: index of expert agreement regarding item validity 
R: expert choice category score 
Lo: the lowest score in the scoring category 
n : number of experts 
m : number of items 
c : the number of categories that experts can choose from 
 

The Aiken V Index for each item is converted into 
qualitative data in the range 1 to 0. The results of the 
validation analysis are compared with the Right-Tail 
Probabilities (P) for Selected Value of Validity 
Coefficient (V) table "that for a 5 category scale with 3 
validators, the instrument is said to be valid if the 
coefficient V = 0.667 (Azwar, 2012). 
 

Result and Discussion 
 

The content validity test was carried out to 
determine the extent to which the items in the questions 
represent all aspects of biological critical thinking skills. 
Content validity is carried out by looking at the results 
of the assessments of the experts involved. The content 
validator assesses the BiCriThiS question items using the 
validation sheet questionnaire in Appendix 5. The 
validator as expert judgment assesses the suitability of 
the question items based on the construction, relevance 
and clarity of the questions. The assessment results are 
then analyzed using the Aiken's V formula to determine 
the Aiken's item index. Interpretation of the validity of 
question items is determined by valid criteria if the 
validity index is greater than or equal to 0.667 and 
invalid if the validity index is less than 0.667 (Azwar, 
2012). 

At the analysis stage of the content validation test 
data results carried out by experts, the main focus lies on 
the construction aspect of the questionnaire. In this case, 
the construct aspect refers to the clarity and consistency 
of the questions asked in the questionnaire. The results 
of content validity measurements show that most of the 
questions in the questionnaire received positive 
assessments from experts. Questions number 5, 7, 10, 13, 
15, 18, 23, 25, 27, 29, 30, 31, 32, 35, and 38, for example, 
have high validity values, indicating that the construct 
aspects of these questions are considered good and in 
accordance with the research objectives. On the other 
hand, some questions such as number 20 obtained lower 
validity scores, which indicates the need to revise and 
clarify the construct aspects of these questions. 

Although overall, the questionnaire received an 
average validity value of 0.84 which is categorized as 

high, it should be noted that several questions received 
a moderate rating, such as questions number 1, 4, 6, 8, 9, 
12, 14, 16, 17, 19, 21, 24, 28, 33, 34, 37, 39, and 40. 
Therefore, it is necessary to carry out further evaluation 
of the construct aspects of these questions to ensure that 
they can measure the variables in question clearly and 
consistently. 
 

Table 3. Coefficient index of Content Validity for All 
Aspects 
Item Aspects 

Construction Relevance Clarity 

V Note V Note V Note 

Question 1 0.75 Valid 0.83 Valid 0.75 Valid 
Question 2 0.92 Valid 1 Valid 0.75 Valid 
Question 3 0.92 Valid 0.83 Valid 1 Valid 
Question 4 0.75 Valid 1 Valid 1 Valid 
Question 5 1 Valid 0.83 Valid 0.83 Valid 
Question 6 0.75 Valid 0.75 Valid 0.75 Valid 
Question 7 1 Valid 1 Valid 1 Valid 
Question 8 0.67 Valid 0.75 Valid 0.75 Valid 
Question 9 0.75 Valid 1 Valid 0.75 Valid 
Question 10 1 Valid 1 Valid 0.75 Valid 
Question 11 0.83 Valid 0.75 Valid 0.75 Valid 
Question 12 0.75 Valid 0.75 Valid 0.75 Valid 
Question 13 1 Valid 1 Valid 0.75 Valid 
Question 14 0.75 Valid 0.83 Valid 0.75 Valid 
Question 15 0.83 Valid 0.75 Valid 0.83 Valid 
Question 16 0.75 Valid 1 Valid 0.75 Valid 
Question 17 0.75 Valid 0.75 Valid 0.75 Valid 
Question 18 1 Valid 1 Valid 1 Valid 
Question 19 0.75 Valid 0.75 Valid 1 Valid 
Question 20 0.50* Valid 0.92 Valid 1 Valid 
Question 21 0.75 Valid 0.67 Valid 1 Valid 
Question 22 0.83 Valid 0.92 Valid 1 Valid 
Question 23 1 Valid 0.75 Valid 0.75 Valid 
Question 24 0.75 Valid 0.75 Valid 1 Valid 
Question 25 1 Valid 1 Valid 0.75 Valid 
Question 26 0.83 Valid 0.75 Valid 1 Valid 
Question 27 1 Valid 0.75 Valid 0.83 Valid 
Question 28 0.75 Valid 1 Valid 1 Valid 
Question 29 1 Valid 1 Valid 0.83 Valid 
Question 30 0.83 Valid 0.83 Valid 0.83 Valid 
Question 31 0.83 Valid 0.92 Valid 0.83 Valid 
Question 32 0.83 Valid 0.75 Valid 0.83 Valid 
Question 33 0.75 Valid 1 Valid 0.75 Valid 
Question 34 0.75 Valid 0.75 Valid 0.75 Valid 
Question 35 1 Valid 0.83 Valid 0.67 Valid 
Question 36 1 Valid 0.75 Valid 1 Valid 
Question 37 0.75 Valid 0.83 Valid 1 Valid 
Question 38 1 Valid 0.92 Valid 1 Valid 
Question 39 0.75 Valid 0.92 Valid 0.75 Valid 
Question 40 0.75 Valid 0.67 Valid 0.83 Valid 

 
The results of this content validation provide a 

strong basis for understanding the quality of the 
questionnaire and prove that the measurement tool used 
has high validity. However, improvements to questions 
with moderate validity values can increase the clarity 
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and consistency of the overall questionnaire construct. 
This process will ensure that the questionnaire is reliable 
and effective in collecting accurate data in accordance 
with the research objectives. 

In the results of content validation test data carried 
out by experts, the aspect of relevance to the data shows 
results that can generally be considered high. This can 
be seen from the average overall validation score of 0.86, 

which was obtained from the assessment of each 
question number by experts. Questions with numbers 2, 
4, 7, 9, 10, 13, 16, 18, 20, 25, 28, 29, 30, 31, 33, 35, 37, 38, 
and 39 get a high rating with a value of 1, 00, indicating 
the optimal level of relevance to the data presented. 
Although there are several questions with moderate 
ratings such as questions number 6, 8, 11, 12, 15, 17, 19, 
21, 23, 24, 26, 27, 32, 34, 36, and 40, overall, the data 
shows a trend experts to provide a high assessment of 
the relevance of the content in the instruments prepared. 

Although in general the level of validation of the 
relevance of the content in the instrument is relatively 
high, several questions received a moderate rating. This 
could be a point of attention for further revision or 
clarification in the preparation of the instrument. For 
example, questions number 6, 8, 11, and 40 need further 
attention in order to increase their level of relevance to 
the data presented. Therefore, suggestions for 
improvement or clarification from experts regarding 
aspects that are assessed as moderate need to be 
considered to ensure that the instrument prepared truly 
reaches the expected level of relevance. 

Overall, the results of the content validation test 
show that the instrument prepared has a good level of 
relevance to the data presented. Although some scoring 
is taking place on some question numbers, the average 
relevance level of the instrument reaches 0.86, which can 
be considered high. Therefore, further understanding of 
suggestions for improvement and clarification from 
experts can improve the quality of the instrument to 
ensure the continuation of an optimal level of relevan. 

Discussion of the results of content validation test 
data by experts based on the clarity aspect can be seen 
from the overall average value and analysis of each 
question number. In this case, the clarity aspect is 
measured by the value given by the expert to each 
question, in the categories high, medium and low. 

From the data results, it can be concluded that the 
majority of questions received high marks, especially 
questions with numbers 3, 4, 5, 7, 18, 19, 20, 21, 22, 24, 26, 
28, 29, 30, 31 , and 32, all of which have a maximum value 
of 1.00. This shows that the expert gave a very good 
assessment of the clarity of these questions. On the other 
hand, there are several questions with medium ratings, 
namely questions numbered 1, 2, 6, 8, 9, 10, 11, 12, 13, 14, 
16, 17, 23, 25, 33, 34, and 39. However, there were no 
questions that received low marks. 

The overall average score of 0.85 indicates that the 
clarity aspect of this research instrument can be 
categorized as high. Thus, it can be concluded that 
experts consider the contents of this research instrument 
to be generally easy to understand, clear and not cause 
confusion. Even though there are several questions with 
moderate ratings, the high average score indicates that 
this instrument as a whole meets the criteria for good 

clarity. Therefore, the results of content validation from 
the clarity aspect can be considered satisfactory. 

Thus, the conclusion from the results of the 
discussion is that this biological critical thinking skills 
evaluation instrument has passed the content validity 
test well. All questions were assessed as valid and 
relevant, although some minor corrections may be 
required to improve certain aspects. Overall, the expert 
evaluation provides a positive picture of the quality of 
this research instrument, providing a strong basis for its 
use in the context of measuring critical thinking skills in 
the field of biology. 

 
Conclusion  

 
The conclusion from the results of the discussion is 

that this biological critical thinking skills evaluation 
instrument has passed the content validity test well. All 
questions were assessed as valid and relevant, although 
some minor corrections may be required to improve 
certain aspects. Overall, the expert evaluation provides 
a positive picture of the quality of this research 
instrument, providing a strong basis for its use in the 
context of measuring critical thinking skills in the field 
of biology. 
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