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Abstract: Becoming a scholar at the right time for students is a very meaningful 
award for them if it is supported by seriousness and perseverance in their 
studies. Here, sample data was taken from 131 randomly taken in testing. Where 
there are still students who are not detected by the study program in completing 
their lectures, so research is carried out on clustering and classification with 
decision trees in determining the level of accuracy of lectures by clustering data, 
determining the initial centroid value and the centroid point. The results found 
were that there were 78 people grouped in cluster 0 and 53 people grouped in 
cluster 1, where those with potential for punctuality for their studies were in 
cluster 0 so they were students who could finish within the specified time. 
Meanwhile, students grouped in cluster 1 illustrate that these students need 
coaching and guidance both in the study program and with their supervisors. 
In the classification taken from the results of data clustering, two classes were 
obtained, namely class a and class b, with 73 and 58 data respectively, so that 
the results between clustering and classification did not differ too much in the 
data to predict the accuracy of a student's graduation. 
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Introduction  

 
Punctuality for a student is success in completing 

education at the tertiary level in obtaining a bachelor's 
degree and also their accuracy in completing lectures 
within the specified time, but in reality, some students 
cannot carry out according to the specified time, namely 
during four years in education (Lo, 2023; Wirawan et al., 
2019). Classifying, clustering, and association are models 
that exist in data mining (Chaudhry et al., 2023; Dol & 
Jawandhiya, 2023).  

The technique for clustering data is a method of 
analyzing data whose aim is to group data according to 
the same data characteristics in the same place and 
different data characteristics in other places (Den 
Teuling et al., 2023; Ikotun et al., 2023). Text data can also 
be used as an indicator for data grouping (Al-Anazi et 
al., 2016). Analysis in grouping data can use the K-
Means method into several data groups, and there is also 

a deficiency in determining the starting point of a 
clustering which is used randomly, which can cause the 
membership assessment to always change if repeated 
searches are carried out (Aldo, 2023; Asroni et al., 2020).  

So, researchers are interested in doing research 
using the K Means method with elaboration using the 
Weka application (Loeng, 2020; Priyatna et al., 2018). 
This research is used to cluster students' level of 
accuracy and carry out planning in techniques that are 
very suitable for making decisions (Silva et al., 2021); 
(Rastrollo-Guerrero et al., 2020). Several other 
researchers assessed data on student grades and 
attendance (Asril, 2020; Márquez et al., 2023). Grouping 
data using the clustering method will produce unique 
characteristics (Mulyaningsih & Heikal, 2022; Oyewole 
& Thopil, 2023). 

 

 
 

https://doi.org/10.29303/jppipa.v10i4.7073
mailto:sri_rahmawati@upiyptk.ac.id
https://doi.org/10.29303/jppipa.v10i4.7073


Jurnal Penelitian Pendidikan IPA (JPPIPA) April 2024, Volume 10, Issue 4, 2007-2013  

 

2008 

Method 
 

The use of grouping methods in data mining is used 
to see the level of seriousness of students in their 
learning (Bharara et al., 2018; Ha et al., 2024). This 
research took random data from the semester 
achievement index scores of students in the Information 
Systems study program with 131 students as the 
research sample. The unsupervised technique in K-
Means is part of the data grouping method which can 
divide the data into two or more groups (Abbas et al., 
2023). Stages in solving existing problems in 
determining timeliness in student education; Determine 
the number of cluster centers "Centroid" that will be 
used randomly; Calculating the distance from the cluster 
center to calculate the distance between the data and the 
cluster center, Euclidian distance is used; Groups objects 
to determine cluster members based on distance. 

 

                                             (1) 

 
Research Stages 

 

 
Figure 1. Research stages 

 
The stages of this research are shown in Figure 1 

which explains the stages of data search and storage 
which will then be processed using the Weka application 
which will then group and classify the data. 
 
Research Scope 

The discussion in this research is about student 
accuracy in their studies in higher education by taking 
data samples from 131 information systems study 
program students and analyzing them using Weka 
software to cluster data on accuracy in their studies. 

 
 

Table 1. Student Achievement Index Data 
Name Class 

 1 2 3 4 5 
Ronaldi Putra 2.90 3.35 3.00 3.06 2.75 
Degi Syah Putra 3.2 3.29 3.28 3.33 3.60 
Ayu Winanda 3.00 3.00 3.00 3.11 3.40 
Nadya Dwi Yasra 3.25 3.35 3.11 3.06 3.30 
Randi Sulaeman 3.50 3.05 3.44 3.78 3.65 
Shinta Amelia 
Ananda 

3.40 3.20 3.33 2.94 3.40 

Chalil Gibram 2.20 2.25 3.17 3.11 3.30 
Inggi Pangestu 3.15 2.95 2.67 2.56 2.83 
Muhammad Rozi 
Alfarabi 

2.20 2.25 3.17 3.11 3.30 

Nadia Eka Safitri 3.30 2.90 3.17 2.72 3.22 
Retchi Puspita 3.30 3.50 3.28 3.28 3.25 
Suryanto 3.80 3.20 2.90 3.4 3.85 
Teguh Lendra Akbar 3.80 3.35 3.50 3.28 3.40 
Vince Kris Hiburan 3.25 3.35 3.17 2.83 3.05 
Baihaqi Azizi 3.45 3.15 3.44 3.56 3.60 
Dian Carina 3.30 3.20 3.28 3.22 3.65 
Gian Edri Sandi 3.20 3.10 3.17 3.22 3.45 
M Rafan 2.75 2.35 2.73 2.39 2.95 
Yolan Ananda Putri 3.40 3.10 3.17 3.72 3.20 

 
Based on the results of the raw data above, by 

carrying out a data grouping process, we will find 
students who have the potential to complete their 
studies on time and see to what extent students are still 
considered lacking in their learning so that they need 
guidance in their studies and coaching for students who 
are predicted to be late in their studies. 
 

Result and Discussion 
 

In the dataset shown in Table 1 previously, a 
clustering process will be carried out on the data using 
the Weka application, wherein in the initial stage we will 
prepare the raw data which will be converted into .csv, 
and in the application used, we will save it with the 
extension. Arff. 

Predicting the level of on-time graduation for 
students in the Information Systems Study Program. The 
process of predicting the educational level according to 
a certain time using data mining techniques (Salim et al., 
2020); (Suwitno & Wibowo, 2019). Looking at the results 
obtained from a sample of students currently studying, 
the grades are taken from semester 1 to semester 5. The 
next step is that the study program analyzes the students 
who are late less than being on time, the data taken does 
not represent students as a whole. In clustering, data 
obtained such as social studies from semesters 1 to 5 can 
be used (Ahuja & Kankane, 2017); (Maziah Wan Ab 
Razak et al., 2019). 
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Manual Completion 
Determine the number of cluster centers "Centroid" which 
will be used randomly.  

Is known the value of K = 2, namely to determine 
the decision "On Time" and "Late"; Data in sequence 18 
is used as the first grouping center, namely = 3.2, 3.1, 
3.17, 3.22, 3.45; 130th Data as the Center of the 2nd 
Cluster, namely = 3.65, 3.25, 3.5,3.89,3.3 Carried out for 
further data. 
 
Calculate the distance to the cluster center: 

= 2.9) ^2 + (3.1-3.35) ^2 + (3.17-3) ^2 +(3.22-3.06) ^2 + 
(3.45-2.75) ^2 

= 0.83 

C2= ^2 + (3.25-3.35) ^2 + (3.5-3) ^2 + (3.89-3.06) 
^2 + (3.3-2.75) ^2 
     = 1.35 

 
The process will continue to be repeated until we 

get the distance from the 131st data to the cluster center. 
The first column shows the calculation of the distance to 
the center of the initial cluster. The second column 
shows the data's distance value to the next cluster's 
center. The complete distance values are: 

 
Table 2. Distance Values 

C1 C2 

0.83 1.35 
0.81 0.29 
0.31 1.16 
0.34 1.01 
0.72 0.45 
0.4 1 
1.33 1.95 
1.05 1.74 
1.33 1.95 
… … 
0.59 0.48 

 
Group objects to determine cluster members based on distance. 
 
Table 3. Cluster members based on distance 

C1 C2 

0 1 
1 0 
0 1 
0 1 
1 0 
0 1 
0 1 
0 1 
0 1 
….. …. 
1 0 

 
 

Completion of Clustering and Classification with the Weka 
Application 

In Figure 2, the results of the clustering test using 
the K-Means method show the results: Cluster 0 = 78 
people (60%) and Cluster 1 = 53 people (40%). 

 

 
Figure 2. Clustering Test Results 

 

In the next stage, we will look at the data from the 
clustering results in Figure 3 and we will find a grouping 
of each existing data, namely groups for cluster 0 and 
cluster 1. 
 

.  
Figure 3. Clustering Results Data 

 

The visualization of cluster assignments in Figure 4 
tells about the distribution of data, in blue are the results 
of cluster 0, and in red are the results of cluster 1. 

 
Figure 4. Visualization of cluster assignments 
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Figure 5. Decision Tree 

 

J48 pruned tree 
------------------ 
 

estimated = On Time 
|   IPS4 <= 3.40 
|   |   IPS1 <= 3.75 
|   |   |   IPS1 <= 3.20 
|   |   |   |   IPS3 <= 3.33: cluster1 (2.0) 
|   |   |   |   IPS3 > 3.33: cluster0 (2.0) 
|   |   |   IPS1 > 3.2: cluster0 (5.0) 
|   |   IPS1 > 3.75: cluster1 (2.0) 
|   IPS4 > 3.4: cluster0 (67.0/5.0) 
Estimation = Not on time 
|   IPS2 <= 3.15: cluster1 (36.0) 
|   IPS2 > 3.15 
|   |   IPS4 <= 3.11 
|   |   |   IPS3 <= 2.94: cluster0 (2.0) 
|   |   |   IPS3 > 2.94 
|   |   |   |   IPS5 <= 3.47: cluster1 (7.0) 
|   |   |   |   IPS5 > 3.47: cluster0 (2.0) 
|   |   IPS4 > 3.11: cluster1 (6.0) 
 

In the results of the classification, 2 classes were 
formed, namely a and b. Class a = 73 data but in class a 
there are 67 and b there are 6 data. Class B = 58 data, but 
there are 12 data classified as class A and 46 data in class 
B. 

K-means is included in partitioning clustering, that 
is, every data must be entered in a particular cluster and 
allows for any data included in the cluster at a certain 
stage of the process, at the next stage it moves to the 
same cluster other (Meng et al., 2018); (Jasinska-Piadlo et 
al., 2023). K-means separates data into k separate 
regions, where k is positive integer number (Galluccio et 
al., 2012); (Ali et al., 2022). The K-Means algorithm is an 
iterative clustering algorithm partition the data set into 
a number of K clusters that have been implemented in 
beginning (Pérez-Ortega et al., 2020). The K-Means 
algorithm is simple to implement and run, relatively 
fast, easy to adapt, commonly used in practice. By Ashari 
et al. (2022); Yuan & Yang (2019), K-Means has been one 
of the most important algorithms in the field data 
mining. 

K-Means is a method for searching and grouping 
datahave similar characteristics (similarity) between one 
data and other data (Putra & Dharma, 2023); (Iyohu et 
al., 2023). So each clu ster will contain similar data. 
Clustering is a data mining method that is unsupervised 
and undirected (Liu & Barahona, 2020). This means that 
this method does not involve any training exercises and 
does not require targets output. In data mining there are 
two types of clustering methods used for data grouping, 
namely Hierarchical clustering and Non-hierarchical 
clustering (Syafiyah et al., 2022). 
 
Table 4. Stratified cross-validation 

Correctly              Classified 
Instances 

113    86.25% 

Incorrectly           Classified 
Instances         

18   13.74 % 

Kappa statistic                           0.71  
Mean absolute error                       0.19  
Root mean squared error                   0.35  
Relative absolute error                  38.97 %  
Root relative squared error              71.46%  

Total Number of Instances               131    

 

Table 5. Detailed Accuracy by Class 
Correctly Classified Instances 113    86.25 % 
Incorrectly Classified Instances         18   13.74 % 

Kappa statistic                           0.71  
Mean absolute error                       0.19  
Root mean squared error                   0.35  
Relative absolute error                  38.97 %  
Root relative squared error              71.46%  

Total Number of Instances               131    

 
Decision trees are a method commonly used to 

make informal or simple decisions (Tan et al., 2023). 
However, according to (Petropoulos et al., 2022); (Van 
De Schoot et al., 2021), quite a few people use it to predict 
results systematically. One example is in data analysis. 
Decision trees are a very accurate method (Zhang & 
Gionis, 2023). However, there are still advantages and 
disadvantages to decision trees that you need to 
consider. If you are confident with the decision tree 
method, now you can make it manually or digitally 
using a computer. So, of course making it will be easier 
because there is already a choice of templates (Nowell et 
al., 2017). 
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Table 6. Detailed Accuracy by Class 
   Weighted 

Avg.     

TP Rate   0.91    0.79     0.86     
FP Rate   0.20     0.08     0.15     
Precision 0.84 0.88 0.86       
Recall   0.91     0.79     0.86     
F-Measure   0.88       0.83       0.86       
MCC 0.72     0.72     0.72     
ROC Area   0.81      0.81      0.81      
PRC Area   0.77      0.78      0.78      
Class Cluster 0 Cluster 1  

 

Table 7. Classification Results 
A –Cluster 0 B- Cluster 1 

67 6 
12 46 

 

Conclusion  

 
Based on the application of the grouping technique 

using the K-Means method and classification decision 
tree J48, a conclusion can be drawn, that it is known that 
the sample consists of 131 students taken randomly, in 
clustering the value k = 2 is determined, namely to 
determine timely and late decisions using achievement 
index data. the semester from semesters 1 to 5 for 
students to get decision results, clustering results are 
obtained, namely cluster 0 = 78 people with 60% and 
cluster 1 = 53 people with 40%. Guidance will be 
provided for the future process so that you graduate on 
time. Where those included in Cluster 0 are students 
who have the potential to be on time for their 
graduation, and those included in Cluster 1 are students 
who need to be further developed in their learning with 
the assistance of the study program and academic 
supervisors in each lecture they take, so that later they 
will be able to graduate on time. From the results carried 
out manually, we also got the same results with the same 
cluster values. The classification results show that two 
classes are formed, namely a= 73 and b= 58 data. In 
clustering and continuing with the classification of the 
clustering results, there is not too much difference in 
predicting student graduation. 
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