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Abstract: Chatbot technology is one form of application of Natural Language 
Processing, NLP is one of the branches of science Artificial Intelligence that 
studying communication between humans and computers through natural 
language. the purpose of this research will be carried out development of a 
chatbot application for information about the corporate, making it easier for 
visitors to find the information needed. This application built with a Natural 
Language Processing approach. This chatbot application uses medote text 
mining as a medium of reasoning. System modelling used for this application 
is using the Unified Model Language. The chatbot that will be developed is a 
website chatbot. The website chatbot was chosen by the company because one 
of the platforms that can be used well for export marketing is the website. This 
chatbot development uses Pyton, JavaScrib, Object notion (Json), Html + CSS. 
The application used in coding is Virtual Studio Code. Pyton is used to train a 
chatbot model that uses Natural Language Procecing (NLP). This Chatbot 
model is trained with the Neural Network Algorithm method, which is an 
algorithm model that is close to the human brain, which can provide 
stimulation or stimulation, process, and provide output to find relationships 
between data sets. JavaScrib is used to create chatbot data sets. 
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Introduction  
 
Services based on information technology in work 

will be able to provide convenience in job completion. 
One form of advances in information technology is the 
chatbot application (Anagnoste et al., 2021). A chatbot is 
a computer programme that is designed to simulate a 
conversation or interactive communication to users 
(humans) either through text, sound or visuals 
(Adamopoulou & Moussiades, 2020; Ahmad et al., 2018; 
Harahap & Fitria, 2020). 

A chatbot acts as a conversational agent that can 
assist or replace the role of a consultant. A chatbot has a 
knowledge base that can be used to have conversations 
with customers. Chatbot technology is one form of 
application of Natural Language Processing, NLP  is one 

of the branches of science Artificial Intelligence that 
studying communication between humans and 
computers through natural language (Hormansyah & 
Utama, 2018). 

As a product of technology, NLP and its 
construction in chatbot platforms are widely used in 
various human interests, including in this discourse the 
use for sales. Many businesses currently use chatbot 
artificial intelligence to support company work, one of 
which is in the marketing sector. Some research related 
to chatbot development in business is research on 
chatbot design that is used to improve business 
performance by recording orders, order processing, 
customer records, business locations, and financial 
transactions (Amalia & Wibowo, 2019).  
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Chatbot is also used as a service improvement, one 
of which is service in hotels. Research results show, from 
a prototype application developed to improve hotel 
services, chatbots help personalise services to customers, 
can accommodate customer needs and as additional 
facilities from hotels (Putri et al., 2019). 

 

 
Figure 1. Illustration of NLP (Source: infokomputer.grid.id) 

 
Chatbots are also used to help market agricultural 

products. The research system developed is a chatbot to 
connect farmers and consumers, so that farmers will get 
a good and profitable selling price and consumers can 
get fresh agricultural products (Kiruthika et al., 2023). In 
this research, we will also develop a chatbot that 
supports activities in marketing spice export products at 
Spicering Rempah Indonesia Ltd. The development of 
technology in this day and age has has helped humans a 
lot in carrying out daily activities. This can be seen with 
the emergence of applications or programmes that really 
help humans in various aspects of life (Putra, 2020). 
 

Method  
 
The research method using actual and factual 

situation analysis, as well as considerations based on 
literature. In this case, it will be possible to find the latest 
problems on the research topic raised this time, with the 
literature review method it will get something 
knowledge that can add insight for researchers. The 
method used in this research  descriptive qualitative 
research is literature review and actual and factual 
situation analysis (Sugiono, 2021).  

In this second stage by finding a problem, the 
problem raised in this research is how to implement a 
smart consumer loyalty system with the chatbot based 
on web method and internet media. The initial stage in 
Natural Language Processing (NLP) is to do Text 
Preprocessing first. Text Preprocessing is the first step in 
the model building process (Sihombing, 2022). 

In this last section, the author conducts research 
based on data that has been collected through previous 
research studies, and researchers conduct research so 

that the reset can produce data and the data can be a 
proposal for a new system, which will be used in the 
future by conducting research. Then the problem raised 
can be solved and a solution can be found. The study 
used unobtrusive research techniques to analyze 
objectively the impact of AI (Mhlanga, 2020). 

 

 
Figure 2. Research logic flow 

 
This research uses qualitative methods by reading 

previous research, by exploring journals that conduct 
similar research and reading many books that discuss 
research like this, qualitative methods by also 
conducting discussions with various parties who 
understand this research. And then the author will be 
design the models as follow Figure 3. 

 

 
Figure 3. Waterfall model 

 

Result and Discussion 
 
The NLP Term 

Natural language processing (NLP) is a machine 
learning technology that gives computers the ability to 
interpret, manipulate, and understand human language 
(Chowdhary, 2020; Fanni et al., 2023). Many 
organizations today have a vast amount of voice and text 
data from various communication channels such as 
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emails, text messages, social media news feeds, video, 
audio, and more.  

Such organizations use NLP software to 
automatically process this data, analyse the intent or 
sentiment in messages, and respond to human 
communication in real time. Natural language 
processing combines computational linguistics, machine 
learning and deep learning models to process human 
language. 

 
Computational Linguistics 

Computational linguistics is the science of 
understanding and building models of human language 
with computer tools and software. Researchers use 
computational linguistics methods, such as syntactic 
and semantic analysis, to create frameworks that help 
machines understand human language used in 
conversation. Tools such as language translators, text-to-
speech synthesizers, and speech recognition software 
are based on computational linguistics.  

 
Machine Learning 

Machine learning is a technology that trains 
computers with sample data to improve their efficiency. 
Human language has a number of features such as 
sarcasm, metaphors, variations in sentence structure, 
plus grammar and usage exceptions that take humans 
years to learn. Programmers use machine learning 
methods to teach NLP applications to accurately 
recognise and understand these features right from the 
start. 

 
Deep Learning 

Deep learning is a specific field of machine learning 
that teaches computers to learn and think like humans. 
Deep learning involves neural networks consisting of 
data processing nodes that resemble the operation of the 
human brain. With deep learning, computers recognise, 
classify, and correlate complex patterns in input data. 
When introducing deep learning into the asset 
management, there are major issues to be aware of (Kato, 
2020). 

 
NLP Implementation Steps 

Typically, the NLP process starts with collecting 
and preparing unstructured text or speech data from 
sources such as cloud data warehouses, surveys, emails, 
or internal business process applications. 

 
Preprocessing 

NLP software uses preprocessing techniques such 
as tokenisation, stemming, lemmatisation, and stop 
word removal to prepare the data for various 
applications. Tokenisation breaks down a sentence into 
individual word units or phrases. Stemming and 

lemmatisation simplify words into their root form. For 
example, this process turns starting into start.  

Stop word removal ensures that words that do not 
add significant meaning to a sentence, such as for and 
with, are removed. Training, Researchers use pre-
processed data to train NLP models with machine 
learning to perform specific applications based on the 
textual information provided. Training NLP algorithms 
requires feeding the software with large data samples to 
improve its accuracy. Deployment and Inference, 
Machine learning experts then deploy the model or 
integrate the model into an existing production 
environment. The NLP model accepts inputs and 
predicts outputs for the specific use cases it was 
designed for. You can run the NLP application on live 
data and get the required output. 

We provide some common approaches to natural 
language processing below, 1) Supervised NLP. 
Supervised NLP methods train software with a set of 
labelled or known inputs and outputs. The programme 
first processes so much known data and learns how to 
produce the correct output from unknown inputs. For 
example, a company trains an NLP tool to categorise 
documents according to certain labels. 2) Unsupervised 
NLP. Unsupervised NLP uses statistical language 
models to predict patterns that occur when fed by 
unlabelled inputs. For example, auto-complete features 
in text messages suggest relevant words that make sense 
for sentences by monitoring user responses.  3). Natural 
language understanding. 

Natural language understanding (NLU) is a subset 
of NLP that focuses on analysing the meaning behind 
sentences. NLU allows software to find the same 
meaning in different sentences or process words that 
have different meanings. 4) Natural language 
generation. Natural language generation (NLG) focuses 
on creating human-like conversational text based on 
certain keywords or topics. For example, an intelligent 
chatbot with NLG capabilities can communicate with 
customers in the same way that customer support staff 
do. This research aims to build a Chatbot to maximise 
the automation of FAQs at PT SRI by using the NLP 
method and applied to chat messenger on the website. 
So that the chatbot that has been built can contribute to 
improve services that are able to answer questions 
automatically (Bock & Garnsey, 2008). 

There are strong implications for all businesses, 
particularly large businesses in competitive industries, 
where failure to deploy AI in the face of competition 
from firms who have deployed AI to improve their 
decision- making could be dangerous (Stone et al., 2020). 

 
NLP and Chatbot Website Platform 

Imagine a large company that produces many 
products every day. In this case, usually not all 
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customers will be satisfied with the results of the 
products received. The company must of course provide 
a means of complaint. The higher the production level, 
the means of complaints must also increase. If we go 
back to the old days where the use of the internet and 
technology was not as massive as it is now, then usually 
the company will hire a customer service specifically to 
serve customer complaints. 

But along with the times, customer demands are 
certainly getting higher. Customers want to be served 
immediately, and of course a customer service has 
limited energy in working. Nowadays, companies can 
rely on chatbots, where a chatbot can respond to every 
customer complaint properly 24 hours a day. 

 

 
Figure 4.  NLP for chatbot web design 

 
Natural Language Processing (NLP) is the 

processing of language, such as spoken and language 
processing, such as spoken and written by humans in 
everyday conversations through computer (Bose, 2004; 
Parde, 2023). The computational process for processing 
language processing, must be represented into a series 
of symbols that fulfil certain rules. In the process, NLP 
will make computer can understand any commands or 
standard language that is commonly written or 
performed by humans. The output of the standard 
answers entered by the user beforehand already based 
on the summarized meaning of the input (Lisangan, 
2013). The application of chatbot can be applied in the 
form of NLP (Natural Language Processing) which is 
one of the field of Artificial Intelligence) to study 
communication that is by humans with computers 
through natural language (Aleedy et al., 2019; Prasetyo 
et al., 2021). 

System and software design is the stage of 
describing and designing the system and interface 

display, both the letters used and the background as the 
appearance of the virtual customer services chatbot 
application (Mulyatun et al., 2021). The basic 
assumptions of NLP are formulated by Bodenhamer, 
and other sources that are the foundation of the 
techniques in NLP, including the following 
(Wikanengsih, 2012). 1) The map is not the territory. The 
map is not the territory. What is experienced, seen, 
heard, felt, is not the real thing, but what the brain 
interprets it to be. In other words, a territory never 
changes, it is the meaning of the territory that is 
constantly changing. This assumption is the basis of 
several techniques that can be used when dealing with 
an event. These techniques include swish patterns, 
mapping accros. People respond according to their 
internal maps. A person's response is what is in his/her 
internal map/perception. Meaning is context 
dependent. A meaning depends on a particular context. 
We cannot not communicate. Humans are always 
communicating. 

In every situation, humans are basically always 
communicating. When we are silent, we communicate 
with ourselves. Although we do not use words verbally, 
nonverbal language is always used when we do not use 
verbal words. Therefore, verbal and nonverbal language 
is a study in NLP. This assumption underlies the use of 
sensory equity (high sensitivity) or representation 
system (visual, auditory, kinesthetic) techniques. 
Wellformed outcome. Express it with positive language. 
To achieve the goal of an action, language should be 
used that has a positive meaning. Mind and body are 
one system and affect each other: the mind and body 
affect each other. This assumption is the basis of the 
sensocy acuity technique: sensory sensitivity, matching 
and mirroring; and state. There are two communication 
levels: Conscious and Unconscious. There are two levels 
of communication, namely through the conscious mind 
and the unconscious mind (Prenga, 2020). 
Communication done through the unconscious mind is 
more effective than communication done through the 
conscious mind. Therefore, techniques that can be used 
to influence the unconscious mind need to be used. 
Techniques that can be used include the alpha technique. 

The use of artificial intelligence on this chatbot 
system lies in the pre-processing process, specifically 
using natural language processing (Pugalenthi et al., 
2021; Shah et al., 2017). NLP is a branch of AI concerned 
with enabling computers to understand words in much 
the same way as human. The preprocessing process 
includes tokenization and lemmatization. This method 
is applied to the process of preparing a bag of words for 
chatbot training based on the pattern and response file 
(Christian & Erline, 2022).  

This pattern and response file is in json and divided 
into several tags, such as greeting, thanks, goodbye, no 
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answer, address, contact, news, event, announcement, 
scholarship, program, etc. The tag and pattern are 
obtained from summarizing all information that may be 
obtained from the website used for web scraping, in this 
case PT. Spicering Rempah Indonesi website. 
Meanwhile the response is obtained from the result of 
web scraping. Thereafter, this method is applied for 
processing the user’s response in advance of doing the 
pattern matching to find the answer (Christian & Erline, 
2022). 
 

Conclusion  

 
There are several things that have been done and 

can be concluded as follows: In this research has been 
achieved analysis, design, implementation, testing and 
publication. Analysis and design in this research using 
an object-oriented approach. Diagrams for design and 
modelling using UML. Customer Service can be 
facilitated in respond to questions from visitors or 
customers who ask without having to answer them 
manually. Natural Language Processing approach In the 
customer services application, conversations and 
discussion that occurs as if it were done between 
humans and humans. 
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