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Abstract: The use of innovative multimedia technology continues to evolve 
and has now become a primary technology tool in education. Currently, the 
utilization of virtual reality (VR) technology is being used as an immersive 
medium for learning, especially in the field of medicine. Immersive 
technology is presented in 3D visualization, approaching real and relevant 
objects in medical education as an alternative to traditional teaching aids 
such as cadavers. In this research, an exploration of the VR environment was 
conducted in a case study of the skeletal system using 3D skull bone objects. 
The exploration involved tasks such as preparing the 3D skull bone object 
data assets in the 3D development environment, exporting data assets to the 
3D-VR environment, and configuring aspects related to visualization and 
object control based on visual C#. So far, documentation of the 3D-VR 
application development environment and the trial results of the case study 
object development on the Unity platform have been produced. 
Additionally, documentation of the interface design application using Rapid 
Application Development (RAD) has also been generated. The Android-
based VR application has functioned well in accommodating the skull object, 
designed with 3 layers of the skeletal system adjusted to their respective 
depths. The skull consists of 22 components, including cranium. 
 
Keywords: Learning-VR; RAD model; Virtual Relaity; 3D Skeletal System;  

  

Introduction  
 

Developments in the scientific field (Purnama et al., 
2024), technology, and information have become a 
significant direction in the increasing growth of 
technology (Wadjdi & Yuliza, 2023), including the 
development of educational software in medical 
education (Ginting et al., 2023). Digital technology and 

solutions play a crucial role in providing necessary 
healthcare services, especially in medical education and 
clinical care (Dhar et al., 2023). In this field, learning 
activities accompanied by simulations have become an 

increasingly important component. Simulation-based 
learning is believed to provide a conducive environment 
for medical students to practice their clinical skills and 
decision-making (Pottle, 2019). The presence of a 
conducive learning environment certainly allows for an 
effective learning process, leading to the achievement of 
desired learning outcomes (Moro et et al., 2017). So far, 
traditional learning methods are still used in teaching 
with cadaver materials and 2D atlases, according to 
Zargaran et al. (2020) and Chen et al. (2020). Although 
according to a survey Zargaran et al. (2020), 
conventional learning with cadavers remains the 
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primary preference for students, this method still has 
limitations in providing theoretical information  (Moro 
et al., 2017; Pottle, 2019), as well as ethical, financial, and 
substantial supervision concerns in its use.  

The knowledge gap among medical professionals 
also underscores the need for technology that provides 
a comprehensive simulation database (Baniasadi et al., 
2020). With the advancement of immersive virtual 
reality technology, the possibility of integrating this 
technology into the medical curriculum can significantly 
increase (Ekstrand et al., 2018; Labovitz & Hubbard, 
2020). On the other hand, the development of digital 
multimedia technology innovations continues to grow 
and has been widely used as a primary technology tool 
in teaching. With the support of 3D environments and 

models (Nicholson et al., 2006) and network resources, 
virtual reality (VR) has evolved beyond the 
entertainment industry and entered the education sector 
(Syed et al., 2022). Every year, the number of internet 
users and various types of virtual reality (VR) shows 
consistent growth (Wadjdi & Yuliza, 2023). 

Virtual Reality (VR) is a technology that allows 
users to experience a digitally constructed environment, 

which can mimic the real world or even environments 
that are impossible to access in real life and can be 
replicated (Ota et al., 1995; Stepan et al., 2017). In the 
field of medical education, VR has been used to provide 
a more interactive and immersive learning experience. 
VR Anatomy helps students' understanding by 
facilitating access to anatomical environments, 
providing assessment tools for students, and serving as 
a teaching aid for instructors (Falah et al., 2014). Medical 
education is a field that requires deep understanding 
and skills. However, conventional learning methods, 
such as studying from textbooks and videos, sometimes 
do not provide the expected experience in 
understanding complex and challenging topics. VR is 
considered more suitable in terms of user experience, 
usefulness, as a learning methodology, and for learning 
competency compared to other conventional delivery 
methods (Sattar et al., 2020). The potential use of VR has 
the potential to be used as an alternative educational and 
diagnostic tool that could improve conventional 
methods (Djukic et al., 2013). 

With VR technology, medical students can 
experience more realistic simulations, engage in 
practice, and gain the necessary experience to deepen 
their understanding and skills, while also reducing the 
risk of mistakes when they are in the real world. VR can 
support anatomy teaching by complementing 
classrooms, books, and anatomy labs, and providing 
broader rotations for students across various teaching 
methods. This also helps avoid crowds around cadavers 
or VR devices (Duarte et al., 2020). VR has also proven 
to be a useful training tool akin to a virtual laboratory 

(Safiatuddin & Asnawi, 2023), which may succeed in 
cases where other initiatives fail to change behavior 
(Fertleman et al., 2018). The use of VR in medical 
education can help improve and enhance learning 
outcomes, allowing students to gain a maximum 
understanding and skill set (Huang et al., 2016). 
Additionally, the use of VR in medical education 
provides benefits for instructors in delivering complex 
and difficult-to-understand material. 

VR has become a popular technique for providing 
more flexible and accessible medical simulation sessions 
that require less infrastructure. VR can enhance the 
effectiveness of medical education and facilitate better 
learning (Hamilton et al., 2021); however, its use is still 
limited, and more research is needed to develop 

effective VR materials. This technology has gradually 
been integrated into medical education programs 
(Gupta et al., 2023). The use of VR in teaching specific 
topics can help students learn and complete tasks more 
effectively (Timonen et al., 2022), tap into students' 
emotional core in new and exciting ways (Purnama et 
al., 2023), improve learning methodologies (Checa & 
Bustillo, 2020), and has shown to effectively improve 

student learning outcomes (Chen et al., 2020; Moro et al., 
2017). The use of Virtual Reality (VR) and Augmented 
Reality (AR) in anatomy and physiology education, as 
well as in clinical medicine, can provide significant 
benefits (Agastya, 2024; Kim & Kim, 2023). In the study 
of nonlinear dynamics to form an effective learning 
model for medical students, the VR teaching model is 
expected to be a sensitive, stable, and efficient initial 
element (Gan et al., 2023). The improvement in VR 
model quality, alongside the enhanced ability of 
students to interact with virtual worlds (Sattar et al., 
2020). 
 

Method  
 
The RAD (Rapid Application Development) model 

was used as a development phase for the skeletal system 
anatomy learning application, which is one of the 
methods in the Software Development Life Cycle 
(SDLC) (Gananjaya et al., 2022). This method supports 
system development with good flexibility. 

 

 
Figure 1. Model RAD (Sommerville, 2016) 
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In the RAD model shown in Figure 1, users 
(stakeholders) are also actively involved in the system 
development process. With this model, the RAD system 

development stages are based on agile methods 
(Sommerville, 2016).

 
Table 1. Details of the RAD Process in the Ongoing Research 
Process  Step Detail 

Requirements Planing 

- Requirement Engineering 
(RE) 

In this stage, interviews are conducted between researchers, medical 
experts, and users. 

User and expert interviews 
covering: 

Data collection is carried out, including charts, object data, system 
application workflow descriptions, and a list of terms. 

System features Collection of tools and materials used in the system development is 
also performed. 

RAD Design Workshop 

System Design 
- Gameplay design 

- UI/UX design 

In this stage, system design is developed, resulting in an output such 
as a UML diagram. 

System development 
- Coding 
- Testing 

- Debugging 

This stage also involves creating a prototype based on the design. 

Implementation 
System testing 

In this stage, testing is conducted to assess the application's 
feasibility using the black box testing method. 

Release At this stage, the system version is ready for user use. 

Requirement Planning Stage: Requirement 
Engineering: In this stage, information and data 
regarding the research objects are collected.  
 

  
(a) (b) 

Figure 2. (a) Learning activities using a preparate as an 
alternative to cadavers; (b) The teaching doctor demonstrates 
the skeletal system using references from Sobotta and Grant’s 

2D anatomy atlas (source: Medical Education Program - 
University of Mataram) 

 
The research team, along with the Medical 

Education department at Universitas Mataram, 
demonstrates the teaching aids used in learning. Figure 
2 shows the teaching aid called a preparate, used as an 
alternative to cadavers. This led to the design of VR 
materials where digitization of real cadaver objects into 
3D visualization is necessary.  

Requirement Planning Stage: Data Preparation for 
3D Asset: To assess the complexity of developing the 
entire system, at this stage, the materials (3D data assets) 
related to the learning content need to be created and 
prepared. This involves manually digitizing or 
transforming bone objects into 3D form (Harahap et al., 
2023).  

 

Figure 3. Dataset transformation from image 2D to 3D model 

 
Figures 3(a, b, c) show the visual transformation of 

the object from two-dimensional (2D) to three-
dimensional (3D) using Blender software tools. This 
transformation is essential as primary data in the 
construction of object materials for VR devices. Figure 
5(d) displays the visual of the 3D femur bone object 
(Harahap et al., 2023).  

Requirement Planning Stage: Complete 3D Skeletal 
System Data Asset; Figure 4 represents the 3D skeletal 
system data asset used in this study as the primary 
material for developing the medical learning 
application. 

This data asset is open-source (Z-Anatomy, 2022), 
allowing researchers to use it in various VR application 
developments. The Blender application environment for 
3D visual development is shown. 

Requirement Planning Stage: Analysis of hardware 
and software needs. The software required for 
developing this learning application includes: meta-
oculus 2 VR headset with controller; windows 11 OS; 
Minimum hardware specifications: VGA Graphics 8 GB, 
RAM 32 GB; blender 3D environment with 3D skeletal 
system asset (Z-Anatomy, 2022) and Unity 3D Engine. 
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Figure 4. 3D skeletal system dataset object in blender 
application 

 

Result and Discussion  
 
Application Design: Gameplay, User Interface, and 

User Experience Design; In the design of this learning 
application, users can interact by controlling 
visualization objects with the following functionalities: 
Rotation: Rotating the object 360 degrees; Zoom: 
Zooming in to enlarge and zooming out to reduce the 
size of the object; Grab: Moving and separating objects, 
holding or detaching parts of the human skeleton; and 
Observe: Viewing detailed explanations of specific parts 
of the human skeleton Figure 5. 

In the application design, the visual object of the 
skeletal skull system can be rotated by holding the 'X' 
button on the Secondary VR controller and swinging the 

controller in the desired direction of rotation. The main 
gameplay will focus on matching part names by 
grabbing the name of a part and placing it into an empty 
box that points to a specific part of the bone. Enlarging 
the human skeleton object can be done by holding both 
grip buttons on each controller and moving the 
controllers apart to zoom in, or bringing the controllers 
closer together to zoom out. 

 

 
Figure 5. Rotate design view 

 
In the Unity project workspace design, there is a 

scene with several objects visible in the left window. By 
default, when creating a new project, it will generate 2 
objects: the main camera, which serves as the user's 
viewpoint, and the directional light, which controls the 
lighting for the entire scene.

 

 
Figure 6. Gameplay design UI/UX: (a) Observe, scaling and grab design view; (b) Zooming design view 

 

A puzzle game model has been designed to 
facilitate deeper interaction, where users learn by 
matching medical Latin names or terms with marked 
object markers.  Implementation in the VR Environment: 
Data assets within the Unity VR development 

environment. A trial was conducted to create a new 
project in the 3D modeler environment using Unity, with 
the aim of displaying bone objects in the Unity 
workspace and rendering them on the VR camera. 
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(a)  (b) 

Figure 7. (a) Simulation of running the VR device and hand controllers; (b) Skull cranium in the workspace in Unity 3D after the 
data asset object has been successfully imported (Anonym, 2019) 

 

In the trial within the unity environment, the data 
asset object used as a sample for the entire skeletal 
system is the skull. The bone object data files are 
exported into the format filename.fbx using blender 3D 
development tools. After exporting the file format, the 
object is saved into a newly created Unity project and 
then imported into the main screen or scene, as shown 
in Figure 7. The next testing phase involves adding data 
or information in the form of 'name' labels marking on 
several bone parts using the tooltip menu, as seen in 
Figures 8 and 9. 
 

 
Figure 8. 3D unity workspace after added tooltip in the object 

marking 

In Figure 8, it can be seen that labels for the parts of 
the front of the skull, or frontal bone, have been added. 
After adding colliders and rigidbodies to the bone objects, 
these objects are now eligible for physical interaction 
with the user using the VR controller. This week, a 
feature was added to move bone objects using the left 
VR controller. To move an object in Unity VR, two 
important components are required: the component that 
acts as the interactor (the object that performs the 
interaction) and the component that acts as the 
interactable (the object that receives or responds to the 
interaction from the interactor). For the interactor, the 
XR Ray Interactor component will be used on the left VR 
controller. With the XR Ray Interactor, the controller can 

interact with interactable objects from a distance using a 
raycast or detection line. When the scene is run, it will 
appear as shown in Figure 9. 

 

 
Figure 9. Scene view from apps running after added unity 

tooltip into object 

 

 
Figure 10. Scene view from apps running after added unity 

hover into object 

 

Additionally, for another part of the bone, the hover 
feature has also been tested, as shown in Figure 10. The 
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function of this feature is that when the controller's line 
is directed at a part of the skull, specifically the left 
maxilla bone, the color of that bone changes to yellow. 
Once the line moves away from the bone area, the color 
returns to its original state. On the left controller device, 
the XR Direct Interactor component has also been added, 
which enables the controller to interact with physically 
touchable interactable objects through the controller's 
collider. 

 

Conclusion  
 
In conclusion, a skeletal system learning 

application has been developed with a focus on the skull 
object, using the Rapid Application Development (RAD) 
software development method. This application allows 
user interactions such as rotation, zoom, scaling, and 
object manipulation. Testing has been conducted in a 
3D-VR development environment, and the results from 
trials in the Unity workspace have shown success. The 
Android-based VR application .apk* has functioned well, 
accommodating a skull object designed with 3 layers of 
skeletal system depth. The skull itself consists of 22 main 
parts, which protect the brain and form the facial 
structure. 
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